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Preface

This books attempts to demystify the black art of 4th Generation wireless
technology that will underpin human mobility and continue to transform the
way we interact.

Dave’s personality oozes out from between the pages of what is a
technically complex and potentially very dry read adding a fresh, real quality
seldom found in technical reference titles. The underlying feeling the reader
will come away with is that the good Dr Wisely would — if he could — quickly
engage you in a rewarding and entertaining conversation on the subject ...
peppered with a rollercoaster of stories, observations and industry insider tit-
bits.

The coverage is ideal for a degree level student taking a wireless module —
looking for some palatable detail for example. However, this is not to suggest
that the book is a simplistic overview or lacking the technical depth for the
professional reader or researcher — far from it! Some sections will leave you
reeling and desperate for the headache tablets (his words) and just following a
few of the numerous references will confirm that it was well worth the cover
price for the distillation and skilful interpretation that only a world expert at the
top of his game could provide.

Reference to Dave’s family, work and light hearted jibes at the industry
(especially the standards fraternity) lighten the load and squarely position the
desire and enthusiasm the author has to communicate the ongoing impact of
wireless technology.

Although you may choose to read it from cover to cover the book feels more
like a grid that will get you from A to B than a guided tour. Some limited and
carefully positioned duplication allows you to make the journey from question
to answer several different ways depending on your requirements and con-
straints ... overview, detail, industry perspective etc.

With the author employed by a leading communications company with a
considerable commercial interest in the Business Case for 4G and an active
Public Relations clamp it comes as a surprise that we are exposed to some of
the more interesting industry debates. As with all published material this
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topical edge will fade leaving a rich resource with the time stamp of a period
of intense technical innovation.

Richard Dennis CEng, MBCS, CITP
Head of BT’s Mobility Research Centre
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Chapter 1: Introduction

Not another book on mobile? Come on Wisely, how an earth can you justify yet
another book with 4G in the title? | suppose the best answer is that | have never
seen a book quite like this one! In truth it grew out of a short, two day, course on
the future of mobile that myself and a few colleagues have given at Oxford for
the last few years. The course was intended as an overview of the key up and
coming technologies as well as commentaries from leading experts in each field
as to why they were important and what the key issues were. In trying to find a
book to support the course it proved impossible to find something that was both
comprehensive — covering all the topics — but also having sufficient detail to
avoid missing the key facts about the technologies. There are plenty of books
dedicated to (say) the IMS or 3G but they are jam-packed with the nitty gritty
detail of the protocols — required reading if you are working in the area, but if
you just want a quick overview then they are very hard work indeed. Overview
books seemed equally unsatisfactory; suffering from being very unevenly
written — with each chapter often written by different authors of varying quality
and consistency. Worse still was the “Spangliase effect” — an affectionate term
by one of my colleagues for English prose written by native Spanish speakers
that seems to be grammatically correct but just sounds odd and is hard to read
fluently. In addition you really got only a very superficial level of detail — which
often didn’t offer much insight into the technology and its shortcomings (such as
why Wireless LANs (WLANSs) have such high power consumption and why it is
so hard to do anything about it). Both types of books were also weak on the
commercials — lots about the technology but no commentary as to whether it
would be a success or what the leading operators really thought about it. For that
you really need to attend some of the expensive non-academic conferences that
are run by the likes of IIR or Marcus Evans. If you are not a speaker then they can
cost upwards of £2000 a go. You also probably need an insight from key
operators and vendors — things they are very wary of talking about in public.

IP for 4G Dave Wisely
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-51016-2



IP for 4G

So, to summarise the case for the defence, this book attempts to cover all the
key technologies in the mobile space at a decent level of detail — between the
horror of describing all the protocols and a shallow summary. I have alsotried to
tackle the key commercial questions and offer an opinion on the main issues in
mobile today. Lots of people should read this book — I need the money! —no this
book is really for people in the industry who want an update into what’s
happening, for people with an engineering background who wantto know how
mobile commswork ata deeper level and for all those with an interest in mobile
comms over the next few years.

Sowhatof yourauthor? Well  have beenintelecomsfor 20 years at BT. [ have
worked in mobile for 10 years — looking at WLANs before they were popular,
and working, for the last few years, on convergence between fixed and mobile. |
was technical manager for the EU BRAIN/MIND projects and am now heading
up BT’s convergence research. In relation to bringing you this book | have been
to many conferences — boring audiences from Moscow to Melbourne — read
many dull books and scoured the Internet for news and useful links. | have
endured a dodgy shoulder (leaning over tables), vibration white finger (bad
typing habits) and pushy salesmen from mobile vendors. In order to survive all
this you need a very good sense of humour and you will find | have included a
few jokes along the way to lighten things up.

If you have an engineering background then you can easily follow the book —
you might need a primer on IP or Mobile radio and GSM—butthere are a couple
listed at the end of the chapter — although most of the points on mobile are
included in the book. If you dont have an engineering background then there is
still plenty of commercial insight to be had and | have tried to isolate the more
detailed sections and make them as self-contained as possible.

The book follows on a bit from IP for 3G (Wisely et al.) which was published
in 2002 — which covered IP more thoroughly with chapters on IP Mobility, IP
QoS and SIP (Session Initiation Protocol). Things have moved on a lotin mobile
—inmy view thisisa very exciting time for mobile as this chapter explains —with
IP QoS and mobility proving to be rather “red herrings” — in that mobile
standards haven’t really used them and the IETF" has been very slow at moving
these on. It is rather the air interfaces — WLAN, WiMAX, HSPA, LTE? — that are
the buzzwords for the industry and that is how | have chosen to structure the
chapters. They sort of go in an order of 3G, WLANSs, 3.5G, WiMAX and then a
couple of chapters on service creation (IMS) and mobile services themselves. |
apologise for readers who already own IP for 3G because the chapter on 3G is
lifted straight from that book — in order to make this book complete in its own
right (if you feel hard done by then email me and | will send you a copy of my
Oxford slides that accompany the course for free).

! Internet Engineering Task Force — the experts who make up the Internet protocols.

2 WLAN — Wireless LANs, HSPA (high speed packet access — next phase of 3G — sort of 3.5G),
WiIMAX — Worldwide Interoperability for Microwave Access (sort of wide area WLAN) and LTE —
long term evolution, the mobile industry equivalent of WiMAX. Much more about these later.
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The rest of the introduction is really setting the scene — it includes a prologue
that looks at the history of mobile (very briefly —thank goodness I hear you say),
introduces the props (the key technologies) as well as the main characters. After
thatitis up to you in what order you read the book, but it has been written to be
read linearly and the later chapters assume you know some of what precedes
them. | hope you enjoy reading the book and that at least something in it is
useful or makes you smile.

Prologue — The Generation Game

Cellular mobile has been around for over 30 years — Figure 1.1 shows a 1970s
scene with what might be called a zero generation mobile. Things have moved
on a lot since then — not only in fashion and hairdressing — with the launch of
analogue cellular systems in 1980 (1G). Such systems were characterised by
their lack of roaming — many countries developed their own system — lack of
security and poor battery life. Second generation (2G) digital systems were
launched in 1990. Several systems (see Table 1.1) were launched but it has been
GSM, 18 years later, that has come to dominate mobile communications around
the world. As of March 2008 there were a little over 3 billion GSM phonesin use
around the world —representing about 85% of the total. 3G, by contrasthad only
350 million orso subscribers (although rising fast) (Ref. 1). Itis also reckoned that
GSM will not be switched off until 2018 at the earliest in the UK alone. It could
almost be argued that the whole success of mobile is based on GSM -
standardisation, volumes and falling costs driving a virtuous circle of success.

Figure 1-1. Zero generation mobile. (Source: BT Heritage. Reproduced by permission
of BT Heritage © British Telecommunications plc.)
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Systems Products
Cellular 1G—1980 — advanced mobile phone system (AMPS — USA)
launch — total access communication system (TACS — Europe)

— analogue voice, insecure, no roaming

Cellular 2G — launched =~ —1S-136 (TDMA) and 1595 (CDMA) — USA
in Europe 1990 — GSM (TDMA) — Europe
— personal digital cellular (PDC) — Japan
— digital voice, roaming, low-rate data

Cellular 2.5G — 1996 — general packet radio services (GPRS)
— GSM enhancement — 20-64 kbit/s
— enhanced data rates for global GSM evolution
(EDGE — 100 kbit/s — higher rate data)

3G — 2001 — BT launch — mobile Internet — 100 kbit/s
UMTS on Isle of Man (3G)

Table 1-1. Mobile generations.

2G was about voice — good quality mobile voice with roaming, secure
encryption and improved talk and stand-by times. SMS — the now ubiquitous
messaging service —happened almost by accident, since it was originally intended
as an internal communication system for GSM engineers. Even today voice and
SMS accounts for over 90% of the typical non voice revenue of UK mobile
operators (Ref. 2). General packet radio system (GPRS) — often called 2.5G — was
introduced to allow (nearly) always-on data connection and volume-based
charging for data sessions. Previously, users of wireless application protocol
(WAP) — a menu-based, cut-down, version of HTML specially designed for
handsets — had to have a circuit connection (with time-based charging) open for
the duration of the session. GPRS offers data users up to about 50 kbit/s— something
like dial-up rates — which improves the WAP experience. 3G was launched in
Europe on the Isle of Man by BT Cellnet in 2001 and was sold as offering users
communication “any time, any place, anywhere” —the so called Martini effect. It
was intended to offer high-speed data services, video telephony, lower costs and a
host of novel services as well as the “mobile Internet”. In Europe at least, however,
take-up has been slower than predicted with currently 8% of UK mobiles being 3G
(some 5 million out of 65 million [Ref. 3]) with most used only for voice and SMS.
Only now are we seeing a move to mass market mobile data as enhancements
to 3C's data capability have been rolled out and prices dramatically reduced.

The Props —- WLAN, WiMAX and All That

Figure 1.2 shows (admittedly not the best version) of the most famous diagram
in mobile. However, it is a very useful starting point for understanding why
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Figure 1-2. Mobile technologies — the most famous diagram in mobile (BT version).
(Source: BT. Reproduced by permission of © British Telecommunications plc.)

there are so many mobile technologies. The fundamental thing about radio is
thatthere is always a trade-off between range, bitrate and mobility. Imagine you
have been given a chunk of spectrum (maybe you bought it in a government
auction) and you want to get busy in the shed and build a small mobile radio
system that you and your community can use. There will always be some power
constrainton how much power you can transmit —either because of restrictions
on the spectrum (someone else shares it) or the battery power on the mobile
terminals or just the cost of the power amplifiers on the base-stations. You then
need to decide what bandwidth the users need — this will be much higher for
video than for voice say. Let’s, for the sake of argument, say you want video —
1Mbit/s for good quality on a PDA maybe. This will set the range of your system
— in conjunction with maximum transmit power and the frequency of the
spectrum (the lower the frequency the better the range). If you had 10MHz of
spectrum you could give your 10 neighbours 1TMHz of dedicated spectrum. But
then more people want to join and you soon realise that most of the time the
spectrum is unused — so you decide to have a pool of spectrum resources and
allocate it as users actually want to use it— 100 people can join as, statistically,
only afew of them use itat any one time. Then more people want to use it—a bit
of research shows that fancy codecs and compression of the video means that
users don't really need a 1Mbit/s video stream. They can send only the parts of
the scene that change — suitably compressed. This has a bursty traffic profile —
when the scene is slowing changing there is little traffic —so you can multiplex
many more users —say 1000. But now Quality of Service is an issue — you need
complicated protocols to signal, admit and police requests because the system
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capacity is near to maximum sometimes and the bandwidth required fluc-
tuates. Then more people want to join —so you need to upgrade the system but
this is going to cost and so you want to start charging. However, some people
pay but others are freeloading —so you need a security system for authenticating
and authorising users. Then, with all this cash, you want to extend the system to
people on their bikes and in their cars. You soon notice that your coverage
range is much reduced as the mobility of the users rises (basically because of
Dopplerand other radio effects associated with movement). In order to keep the
coverage area — after much debate with the vicar about mammon and greed in
society — you pay him a hefty whack to put up another base-station on his
church and pay BT to connect it to your servers. However, users moving from
the coverage area of one base-station to another want seamless operation — so
you have to engineer a handover solution and make sure the cells overlap but
not on the same frequency otherwise they interfere. Congratulations — you are
now a mobile operator.

What this fanciful romp shows is that mobile systems have a number of
attributes that are trade-offs:

e Data rate;
 Capacity;
e Coverage;
» Mobility;

 Frequency planning.
And some that are optional in that they are not essential but desirable:

 Quality of service support;
» Mobility support;
e Security;
« Battery life;
» Handover support.
Overall the laws of physics don’t change —which is a pity as there are quite a
few “interesting things” 1'd like to do that contravene them. What really
happens, as technology evolves, is that Moore’s law and electronics/software

advances and gets cheaper to the point where mobile systems are better able to
approach the fundamental limits of capacity that are set by the laws of physics.>

? Such as Shannon’s law which basically says the capacity of a comms channel is proportional to
the bandwidth of the channel and decreases as the noise increases. In mobile systems this noise
mostly comes from other users — within the same or neighbouring cells. Modern systems — like
WiMAX and LTE are said to approach the Shannon limit.
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You can see this in Figure 1.2 where | have drawn a hyperbola to show that for
most systems bandwidth*range = constant. The constant goes up in time — as
electronics and software advances and becomes cheap enough for mobile
systems — but slowly. I reckon the equivalent Moore’s law constant for mobile
(i.e. how long it takes mobile efficiency to double, all other things being equal)
is about five years — i.e. the capacity of TMHz of spectrum doubles every five
years and quadruples every 10 years or one mobile generation.

So the different technologies you will read about in the next four chapters
(3G, HSPA, LTE, WLAN and WiMAX) offer different solutions to the above
functions and different trade-offs. Apart from WLANs they offer complete
solutions — with a fully integrated architecture and tightly coupled functions.
WLANSs are the odd man out in that they provide only a minimal set of functions
but very high data rates over a short range. The WLAN chapter will explore the
consequences of this and explain how this came about.

1.3 The Players — The Jester, the Harlequin and
the Guy with the Beard and Sandals

The players —well they are a mixed assortment. Firstly, in order of importance |
suppose, come the mobile operators (MNOs they are often called — Mobile
Network Operators). The MNOs are the control freaks of the industry. They sell
most of the phones — often in their own shops. They control authentication
through the SIM card. They also are the guardians of the services that you are or
are not allowed to have on your handset and/or use on their network. This comes
about because most handsets are subsidised (in Western markets particularly —
even Appleis now allowing the iPhone to be subsidised). When you get one from
a MNO the deal is that the handset is cheap but it is loaded with applications
specific to that operator and the whole phone is then “locked down” to prevent
alteration of the settings. Worse still the handset is locked to the network so that
you can’t just buy a SIM from another operator and drop it in your existing
handset. Mobile operators hate that sort of thing. They also have battled long and
hard against the Internet business model (Figure 1.3) — launching their own

Payment Content Application Portal ISP DSL line Customer
Provider Provider rovider Provider Eg AOL owner
Eg Visa Eg BBC Eg Microsoft, Eg Yahoo, Eg BT

Mobile Customer

Operator

Figure 1-3. Comparing the Internet (top) and Mobile (bottom) value chains. (Source:
Author. Reproduced by permission of © Dave Wisely, British Telecommunications plc.)
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“Mobile Internets” —which were in fact walled gardens of sites that the MNO has
selected (i.e. mostly those that generated a rake-off). The MNOs are still in land
grab phase in the developing world - signing up armies of new customers for
voice. Inthe developed world the game is to offset static user numbers and falling
voice revenue with new data services.

You have to feel sorry for the mobile equipment manufacturers. It has been
said that since the .com bust the total number of Telecoms jobs has shrunk by
500 000. It is the mobile vendors who have taken the biggest hit with major
mergers — such as Alcatel-Lucent and Nokia-Seimens — showing the consoli-
dation going on in the industry. Mobile vendors are under threat from newer
rivals from China and the Far East — such as Huawei and many new handset
vendors — who are pushing down prices. Vendors are very keen that MNOs
upgrade their networks with the next version that has been carefully worked
on by both of them in standards. They are not keen on “left field” initiatives from
the computer industry vendors to offer different systems in the form of WiMAX
and WLANs. The computer industry — led by companies such as Intel —
however, has been busy adding functionality to WLANs and developing
WIMAX — which has been called “WLAN on steroids”. If all the laptops and
PDAs have WLAN and WiMAX in them then that is a huge boost for these
technologies over the more traditional systems from mainstream mobile vendors.

Spare a thought for the customers who, ultimately, have to pay for all this.
Customers really like mobile phones and they really like chatting on them. If
you live in a developed country and haven’t got at least one mobile then most
people assume you are either a hippie or living on the streets. People have
been paying a “mobile premium” of 10-100 times for voice (over and above
what they would have paid on a fixed phone) for the privilege of being
mobile. Even today this is still 2-10x for voice (in-country) and much higher
when roaming. Most users say they would talk for longer if tariffs were
cheaper—which they have been getting for the past few years. Users have also
taken to texting (luv it or h8 it) which has also been a massive hit. Users have
not taken to video-telephony or picture messaging and are just showing an
interest in the Mobile Internet.

Then we have the standards guys (I say guys because 95% of them are men).
Standards are very dull — very long tedious meetings in dreary locations
arguing about minutiae and eating too much. However, without standards
there is no way the mobile phone revolution could possibly have happened. It
has lowered prices by an order of magnitude compared to the fragmentary
diverse standards of first generation that were different for pretty much every
country. GSM now has 85% of the world market with handset prices falling
year on year as volumes have ramped up. There are two standards “camps”
that we will be mainly concerned with. The mobile camp is dominated by
3GPP and 3GPP2 with various industry for an ancillary to this. Then there is
the computer camp with the IEEE responsible for WiMAX and WLAN
standards. The IETF (Internet Engineering Task Force) — otherwise known
for their resemblance to 1970s heavy metal bands (all beards and sandals) —
are responsible for IP standards.
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Finally the industry police (regulators) have a major role in the play. They
control the spectrum —the “fuel of mobile”. They also have the power to set prices
and to order additional competition. This is not the place for a debate about the
merits of regulation but its effect can be seen in the price of DSL across Europe
where, as we shall see, it has a major effect on the possible future of mobile.

A mention of the bit-players perhaps? The fixed operators are busy trying to
deliver something called convergence — where the fixed and mobile worlds
become part of the same telecom experience. They are mostly just trying to
avoid fixed to mobile substitution which is gaining traction — in Austria 20% of
people don’t have a fixed line. Then there are the Internet giants — Google,
Amazon, Microsoft, Wisely.com — who are looking at the mobile space as a
way to break out of the fixed Internet. And what about the researchers? —
underpaid, locked away in dingy labs, no appreciation ....

The Plot — The Elephant in the Room

The elephant in the room is the Internet. The Internet is now everything in
communications — despite the fact that there are four mobile phones for every
PC (a fact the mobile vendors are very keen to tell you) — this does not reflect
where the economic power lives. Ninety-five per cent of those handsets are
used for voice and textand less than 1% have been used to book tickets or watch
videos. The power of the Internet giants (Amazon, Google . . .) is so large, as we
noted above, that the mobile operators have started to give up trying to build a
separate mobile Internet and are partnering with them.

IP is the key to the Internet and to understanding where mobile is going — in
my view anyway. Hence the title IP44G even though developments in IP itself
are only a minor part of the book (in fact IP hasn’t changed much in the last five
years—IPv6 was just over the horizon then and is just over the horizon now). Itis
worth remembering what IP really is and why it has been so successful because
this is what is driving the likes of LTE and WiMAX as well as the IMS (Internet
Multimedia Subsystem —IP service creation for mobile networks as explainedin
Chapter 6). Firstly, let’s think what IP is— Figure 1.4 shows the standard IP stack —
which hopefully brings some recognition? The key point about IP is that you can
put it over anything — any layer 2 technology from ATM to Ethernet to carrier
pigeons (there was an Internet draft about IP over carrier pigeons (Ref. 4)). The
other key point about IP was that you could put anything in the IP packets —
music, voice, gaming data —and the packets were treated just the same by all the
routers. This is called the transparency/layering principle and is very powerful
and meant that all the services and control (old and new) was de-coupled from
basic IP operation. “IP over everything and everything over IP”. IP is the
bottleneck and the stack might be more appropriately drawn as in Figure 1.5.

The other big design principle of IP is the “end-to-end” principle — meaning
that end points are the best place to put functionality whilst the network should
be dumb — just transporting IP packets around but never opening them or
performing functions on them other than routing them to their final destination.
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Figure 1-4. The IP stack (Source: Author. Reproduced by permission of © Dave Wisely,
British Telecommunications plc.)

Figure 1-5. IP as the bottleneck (Source: BT. Reproduced by permission of © British
Telecommunications plc.)
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It is important because it allows IP systems to be very flexible, to do many
different tasks simultaneously (from serving web pages to voice flows to
downloading files and so on) and to do new things without changes being
required in the network. The IP architecture is very loose — with one protocol
per function and no coupling between them.

2G mobile has none of these characteristics! It is what is known as a
stovepipe solution — meaning every part of the stack is interdependent on
every other part. This made sense when the service set was very limited — in the
case of GSM it was just voice (SMS was originally for engineers to signal to each
other). Each part of the GSM stack was optimised for voice and the result was far
more efficient than a voice over IP system could ever have achieved. But, and
this is the big but, when it came to IP services GSM was next to useless. It was
also very hard to upgrade or change even for voice — offering higher voice
quality (so that you could listen to CD quality music say) was impossible
because that would have necessitated changing all the base-stations, handsets
and so on. Eventrivial new services—such as short code dialling (e.g. 901 to get
my messages) took a long time to appear and needed a new standard and major
upgrades to the network just to make it work for roaming customers. Figure 1.6
shows the general idea.

3G was born before the Internet. As we shall see in the next chapter 3G
designers opted for a revolutionary air interface and an evolutionary network.
The result: 3G is very good for voice but very bad for IP. It is bad for IP firstly
because the air interface doesn’t cope well with IP applications — the through-
put and capacity is limited in relation to current IP applications. The latency
(end to end delay) is also high (300-500 ms) compared to DSL as is the time
taken to start a browsing session from idle of a couple of seconds. Secondly,
there is nothing in the standards that allows the MNOs to create and control
Internet services — they are reduced to a bit carrier with the “value-add”
escaping to the likes of Google — whilst this is perfectly in line with the Internet
business model it is not well aligned with the existing mobile business model —
that covers services and content as well as connectivity.

Figure 1-6. The IP way and the Telco way. (Source: BT. Reproduced by permission of
© British Telecommunications plc.)
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Figure 1-7. The road to 4G. (Source: Author. Reproduced by permission of © British
Telecommunications plc.)

So 3G was never going to be the solution for the mobile Internet. Two
solutions to carrying IP packets at DSL-like data rates came forward. The
computer industry came up with WLANs — for connection to portable com-
puters — PDAs and laptops. The mobile industry came up with 3.5G —
enhancing the existing infrastructure and the 3G air interface in particular to
better cope with IP. The two camps have also developed WiMAX —once called
“WLAN on steroids” —and LTE (3.9G) — see Figure 1.7. Both are very similar in
having a very efficient air interface that is optimised for IP and takes advantage
of electronic progress. Both technologies feature “all-IP” networks that are
“flatter” (i.e. have fewer layers) and more like routed IP networks.

The mobile industry also came up with the IMS —a platform for service creation
and control that would allow them to create services and capture value from
Internet services (such as Voice over IP, video calling and Instant Messaging).

So, you see, everything in mobile is being driven by the need to carry IP and
IP services. The Internet is now so big and so valuable that if the mobile
industry is to move on from voice and messaging then it will have to be
through IP. It doesn’t matter that the MNOs may or may not save money with
IP orthatitis or is nottechnically better —itis simply the power and size of the
Internet that is driving mobile forward. People will pay a mobile premium for
a service they use in the fixed world — they paid a huge premium for mobile
voice. If mobile operators follow the same paradigm of taking a successful
service and making it mobile then they may expect at least some premium for
the mobile Internet. Whether they capture any further value is a moot point
and one of my top 10 questions posed below.

Epilogue — The Road to 4G

I think this is a very exciting time to be involved in the mobile industry. With
HSPA finally offering some of the promise of 3G as a technology capable of
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delivering mobile data and Wireless Cities —whole centres covered by WLANS.
Then there are the new radio systems — WiMAX and LTE — with “magic bullet”
technologies like OFDM (Orthogonal Frequency Division Multiplexing) and
smart antennas — systems that promise to be all-IP from the start.

With so much hype and conflicting messages from different parts of the
industry |1 would like to set 10 key questions that we can return to in the
conclusion to see if the book has shed any light on:

1. Why has 3G been so slow to take-off?

2. What really is the Mobile Internet?

3. How good is 3.5G?

4.  Why are WLANS so limited (range, power consumption etc.) and is that
going to change?

5. Is all the hype around WiMAX justified?

6. Is LTE just the same as WiMAX?

7. Will the fixed Internet business model be carried over into the mobile
space?

8. How will mobile operators create attractive services of their own? And will
they succeed?

9. What services (if any) — over and above voice and messaging and the
Internet— do users really want?

10. How much are users willing to pay for new services?

All of these questions are linked to the issue of “what is 4G?” In some sense
that is the main theme of the book as we follow the attempts of the mobile and
computer worlds to deliver mobile Internet. Of course it is quite hard to define a
mobile generation (as there have been only three) but what has distinguished
them so far has been:

A gap of about 10 years;

» A completely new air interface and network;

e New terminals;

» About 4 times the capacity of the previous generation;
e New spectrum.

On this metric only LTE and, possibly WiMAX qualify as new generations.
But not everybody buys this argument (Ref. 5). Some people believe that

converged solution —with many different access technologies such as: WLAN,
WiIMAX, 2G and 3G is what 4G is really about. Others say it is defined by a
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service set. All the chapters in the book build towards an answer — which is
revealed in the final chapter after the above questions have been revisited.

The ITU (International Telecommunications Union —see the who’s who of
standards in the next chapter) have defined 4G as 100Mbit/s 4+ —and on that
scheme neither LTE nor WiMAX qualify. Indeed LTE has been officially
registered with the ITU as a 3G technology (insiders call it 3.9G) with
something called “LTE-advanced” destined as the 4G version. Much of this
can be put down to the industry trying not to let 3G seem dated before it has
achieved a significant market share (around the world 3G has less than 10%
of all connections) and an attempt to talk down spectrum prices in auctions
currently taking place. 4G is still a confusing term in the industry and one of
the topics we will return to when we have seen what some of these
technologies have to offer.

If you don’t know about the history of 3G and how it works then I suggest you
shuffle off to Chapter 2 and find out. If you know all about mobile then move
directly to Chapter 3 on WLANs — if you know all about those then you are a
smart Alec who should be on Mastermind and not reading this book!
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Chapter 2: An Introduction to 3G
Networks

Introduction

So what exactly are 3G networks? 3G systems might be defined by: the type of
air interface, the spectrum used, the bandwidths that the user sees or the
services offered. All have been used as 3G definitions at some point in time.
Currently there are only three flavours of 3G — known as UMTS (Universal
Mobile Telecommunications System — developed and promoted by Europe
and Japan), cdma2000 (developed and promoted by North America) and
TD-SCDMA (Time Division-Synchronous Code Division Multiple Access)
developed by the Chinese. All are tightly integrated systems that specify the
entire system — from air interface to the services offered. Although each has a
different air interface and network design they will offer users broadly the same
services of voice, video and fast Internet access.

3G (and indeed existing second generation systems such as GSM) systems
can, very crudely, be divided into three (network) parts: the air interface, the
radio access network and the core network. The air interface is the technology
of the radio hop from the terminal to the base station. The core network links the
switches/routers together and extends to a gateway linking to the wider Internet
or public fixed telephone network. The Radio Access Network (RAN) is the
“glue” that links the core network to the base-stations and deals with most of the
consequences of the terminal’s mobility.

The purpose of this chapter is really to highlight the way UMTS (as an
example of a 3G system) works at a network and air interface level — in terms of
mobility management, call control, security and so forth. This sets the scene to

IP for 4G Dave Wisely
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see how WLANSs do things differently (Chapter 3), how 3G systems are being
upgraded (Chapter 4) and how new systems like WiMAX (Chapter 5) and LTE
(Chapter 4) are being engineered to be all-IP systems.

The history of 3G development shows that the concepts of 3G evolved
significantly as the responsibility for its development moved from research to
standardisation — shedding light on why 3G systems are designed the way they
are.Includedinthis sectionisalsoa “who’s who” of the standards world —a very
large number of groups, agencies and fora have, and still are, involved in the
mobile industry. In the second half of the chapter we introduce the architecture
of UMTS (the European/Japanese 3G system) and look at how the main
functional components — QoS, mobility management, security, transport and
network management —are provided. A short section on the US cdma2000 3G
system is also included at the end of the chapter.

Mobile Standards
Who’s Who in Mobile Standards

Before we start delving into the labyrinthine world of standards it is, perhaps, a
good point to provide a brief “who’s who” to explain recent developments in
the standards arena.

e 3GPP — www.3gpp.org

In December 1998 a group of five standards development organisations
agreed to create the Third Generation Partnership Project, these partners
were: ETSI (EU);ANSI-TI (US); ARIB and TTC (Japan); TTA (Korea) and CWTS
(China). Basically this was the group of organisations backing UMTS and,
since August 2000 —when ETSI SMG (Special Group Mobile) was dissolved —
has been responsible for all standards work on UMTS. 3GPP were responsi-
ble for completed the standardisation of the first release of the UMTS
standards — Release 99 or R3. GSM upgrades have always been known by
the year of standardisation and UMTS began to follow that trend — until the
Release 2000 got so bogged down and behind schedule that it was broken
into two parts and renamed R4 and R5. As of Q2 2008 3GPP has completed
R7 but not yet finalised R8. In Chapters 4 and 6 we will see the incremental
changes that these new releases have brought to the network, air interface
and terminals. In this chapter we only describe the completed R3 (formally
known as Release 99) as this is what has been deployed and has only
recently, in the last year or so, begun to be updated.

» 3GPP2 - http://www.3gpp2.org/

3GPP2 (www.3gpp2.org) is the cdma2000 equivalent of 3GPP —with ARIB
and TTC (Japan), TR.45 (US) and TTA (Korea). It was responsible for
standardising cdma2000 based on evolution from the cdmaOne system
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and using an evolved US D-AMPS network core. (The latter part of this
chapter gives an account of packet transfer in cdma2000).

* ITU - http://www.itu.int/net/home/index.aspx

The International Telecommunications Union (ITU — www.itu.int) was
the originating force behind 3G with the FLMTS concept (pronounced
Flumps and short for Future Land Mobile Telecommunication System) and
work towards spectrum allocations for 3G at the World Radio Confer-
ences. The ITU also attempted to harmonise the 3GPP and 3GPP2 con-
cepts and this work has resulted in these being much more closely aligned
at the air interface level. Currently the ITU is developing the concepts and
spectrum requirements of what it calls 4G and sits beyond LTE and
WiMAX.

o |[ETF — http://www.ietf.org/

The Internet Engineering Task Force (www.ietf.org) is a rather different type
of standards organisation. The IETF does not specify whole architectural
systems, rather individual protocols to be used as part of communications
systems. IETF protocols such as SIP (Session Initiation Protocol) and header
compression protocols have been incorporated into the 3GPP standards.
IETF meetings happen threetimes a year and are: completely open, very large
(1000 + delegates) and less process driven (compared to the ITU meeting
say). Anyone can submit an Internet draft to one of the working groups and
this is then open to comments — if it is adopted then it becomes a Request For
Comments (RFC), if not then it is not considered further.

o ETSI - http://www_.etsi.org/WebSite/homepage.aspx

ETSI (the European Telecommunications Standards Institute) is a nonprofit
making organisation for telecommunications standards development.
Membership is open and currently stands at 789 members from 52 countries
inside and outside Europe. ETSI is responsible also for DECT although GSM
developments have been passed to 3GPP.

e FMCA - http://www.thefmca.com/

The Fixed-Mobile Convergence alliance. This is an organisation of operators
(fixed and mobile) and leading vendors who are working on product
specifications for converged, fixed-mobile, devices. We will talk a lot more
about convergence in Chapter 6.

o OMA - http://www.openmobilealliance.org/

Open Mobile Alliance. This consists of vendors, mobile operators, content
providers and IT companies and aims to “grow the market for the entire
mobile industry by removing barriers to interoperability, supporting a
seamless and easy to use mobile experience for users and a market
environment that encourages competition through innovation and
differentiation”.



18

2.3

2.3.1

IP for 4G

e IEEE - http://www.ieee.org/portal/site

Institute of Electrical and Electronics Engineers (although now called the
IEEE). Its website proclaims that it is “A non-profit organization, IEEE is the
world’s leading professional association for the advancement of techno-
logy”. The IEEE is responsible for WLAN and WiMAX standards and repre-
sents the computer industry approach to mobile.

* WIiMAX Forum - http://www.wimaxforum.org/home/

The WiMAX forum. “is an industry-led, not-for-profit organization formed to
certify and promote the compatibility and interoperability of broadband
wireless products based upon the harmonized IEEE 802.16/ETSI HiperMAN
standard”. It is responsible for WiMAX certification and interoperability as
well as all nonradio network aspects.

The History of 3G

Itis not widely known that 3G was conceived in 1986 by the ITU (International
Telephony Union). Itis quite illuminating to trace the development of the ideas
and concepts relating to 3G from conception to birth. What is particularly
interesting, perhaps, is how the ideas have changed as they have passed
through different industry and standardisation bodies. 3G was originally
conceived as being a single worldwide standard and was originally called
FLMTS (pronounced Flumps and short for Future Land Mobile Telecommuni-
cation System) by the ITU. By the time it was born it was quins —five standards —
and the whole project termed the IMT-2000 family of standards. After the ITU
phase ended in about 1998 two bodies — 3GPP and 3GPP2 — have completed
the standardisation of the two flavours of 3G and are actually being deployed
today and over the next few years (UMTS and cdma2000 respectively).

It is convenient to divide up the 3G gestation into three stages (so-called
trimesters):

Pre 1996 — The Research Trimester
1996-1998 — The IMT-2000 Trimester

Post 1998 — The Standardisation Trimester

Readers interested in more details about the gestation of 3G should see Ref. 1-
which describes who introduced the three stages).

Pre-1996 — The Research Trimester

Probably the best description of the original concept of 3G is to quote Alan
Clapton — head of BT’s 3G development at the time “3G . . . The evolution of
mobile communicationstowardsthe goal of universal personal communications,
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a range of services that can be anticipated being introduced early in the next
century to provide customers with wireless access to the information super
highway and meeting the ‘Martini’ vision of communications with anyone,
anywhere and in any medium” (Ref. 2).

Here are the major elements that were required to enable that vision:

e A worldwide standard

At that time the European initiative was intended to be merged with US and
Japanese contributionsto produce a single worldwide system —known by the
ITU as FLMTS. The vision was a single handset capable of roaming from
Europe to America to Japan.

» A complete replacement for all existing mobile systems

UMTS was intended to replace all second generation standards, integrate
cordless technologies as well as satellite (see below) and also to provide
convergence with fixed networks.

e Personal mobility

Not only was 3G designed to replace existing mobile systems, its ambition
stretched to incorporating fixed networks as well. Back in 1996, of course,
fixed networks meant voice and it was predicted in a European Green Paper
on Mobile Communications (Ref. 3) that mobile would quickly eclipse fixed
lines for voice communication. People talked of Fixed Mobile Convergence
(FMC) with 3G providing; a single bill, a single number, common operating
and call control procedures. Closely related to this was the concept of the
Virtual Home Environment (VHE).

¢ Virtual Home Environment

The virtual home environment was where users of 3G would store their
preferences and data. When a user connected, be it by mobile or fixed or
satellite terminal, they were connected to their VHE which then was able to
tailor the service to the connection and terminal being used. Before a user
was contacted then the VHE was interrogated — so that the most appropriate
terminal could be used and the communication tailored to the terminals and
connections of the parties.

e Broadband service (2Mbit/s) with on-demand bandwidth

Back in the early 1990s it was envisaged that 3G would also need to offer
broadband services — typically meaning video and video telephony. This
broadband requirement meant that 3G would require a new air interface and
this was always described as broadband and typically thought to be 2Mbit/s.
Associated with this air interface was the concept of bandwidth on demand —
meaning it could be changed during a call. Bandwidth on demand being
used, say, to download a file during a voice conversation or upgrade to a
higher quality speech channel mid-way through a call.
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¢ A network based on B-ISDN (Broadband ISDN)

Back in the early 1990s another concept — certainly at BT — was that every
home and business would be connected directly to a fibre optic network.
ATM transport and B-ISDN control would then be used to deliver broadcast
and video services: an example being video on demand whereby customers
would select a movie and it would be transmitted directly to their home. B-
ISDN was supposed to be the signalling for a new broadband ISDN service
based on ATM transport — it was never actually developed and ATM
signalling is not sufficiently advanced to switch circuits in real time. ATM —
asynchronous transfer mode —is explained in the latter part of this chapter: it
is used in the UMTS radio access and core networks. Not surprisingly, given
the last point it was assumed that the 3G network would be based on ATM/B-
ISDN.

* A satellite component

3G was originally intended to have an integrated satellite component, to
provide true worldwide coverage and fill in gaps in the cellular networks. A
single satellite/3G handset was sometimes envisaged, surprisingly, since
satellite handsets tend to be large.

The classic picture — seemingly compulsory in any description of 3G — is of
a layered architecture of radio cells (Figure 2.1). There are mega-cells for
satellites, macro-cells for wide-area coverage (rural areas), micro-cells for
urban coverage and pico-cells for indoor use. There is a mixture of public and
private use and always a satellite hovering somewhere in the background.

In terms of forming this vision of 3G much of the early work was done in
the research programmes of the European Community; for example the RACE
(Research and Development in Advanced Communications Technologies in
Europe) programme with projects such as MONET (looking at the transport
and signalling technologies for 3G) and FRAMES (evaluating the candidate

Figure 2-1. Classic 3G layer diagram. (Source: IP for 3G. Reproduced by Permission of
© 2002 John Wiley & Sons Ltd).
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air interface technologies). In terms of standards, ETSI (European Telecom-
munications Standards Institute) completed development of GSM phase 2
and this was, at the time, intended to be the final version of GSM and 3G was
supposed to totally supersede it and all other 2G systems. As a result
European standardisation work on 3G, prior to 1996, was carried out within
an ETSI GSM group called, interestingly, SMG5 (Special Mobile Group).

1996-1998 — The IMT 2000 Trimester

It is now appropriate to talk of UMTS - as the developing European concept
was being called. In the case of UMTS the Global Multimedia Mobility report
(Ref. 4) was endorsed by ETSI and set out the framework for UMTS standar-
disation. The UMTS Forum — a pressure group of manufacturers and operators
produced the influential UMTS forum report (www.umts-forum.org) covering
all nonstandardisation aspects UMTS such as regulation, market needs and
spectrum requirements. As far as UMTS standardisation was concerned ETSI
transferred the standardisation work from SMG?5 to the various GSM groups
working on the air interface, access radio network and core network.

In Europe there were five different proposals for the air interface — most easily
classified by their Medium Access Control (MAC) schemes — in other words
how they allowed a number of users to share the same spectrum. Basically there
was time division (TDMA —Time Division Multiple Access), frequency division
(OFDM- Orthogonal Frequency Division Multiple Access) and code division
proposals (CDMA). In January 1998 ETSI chose two variants of CDMA -
Wideband CDMA (W-CDMA) and time division CDMA —the latter is basically
a hybrid with both time and code being allocated to separate users. W-CDMA
was designated to operate in paired spectrum (a band of spectrum for uplink
and another (separated) band for downlink) and is referred to as the FDD
(Frequency Division Duplex) mode since frequency is used to differentiate
between the up and down traffic. In the unpaired spectrum, a single monolithic
block of spectrum, the TD-CDMA scheme was designated and this has to use
time slots to differentiate between up and down traffic (FDD will not work for
unpaired spectrum — see the section on spectrum below for more details), and
so is called the TDD (Time Division Duplex) mode of UMTS.

In comparison GSM is a FDD/TDMA system — frequency is used to separate
up and down link traffic and time division is used to separate the different
mobiles using the same up (or down) frequency.

Part of the reason behind the decision to go with W-CDMA for UMTS was to
allow harmonisation with Japanese standardisation.

Unfortunately in North America the situation was more complicated;
firstly parts of the 3G designated spectrum had been licensed to 2G operators
and other parts used by satellites; secondly the US already had an existing
CDMA system called cdmaOne that is used for voice. It was felt thata CDMA
system for North America needed to be developed from cdmaOne —with a bit
rate that was a multiple of the cdmaOne rate. Consequently the ITU
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IMT2000 designation Common term Duplex type
IMT-DS Direct Sequence CDMA W-CDMA FDD
IMT-MC Multi Carrier CDMA Cdma2000 FDD
IMT-TD Time Division CDMA TD-CDMA And TD-SCDMA TDD
IMT-SC Single Carrier EOGE FDD
IMT-FT Frequency Time DECT TDD

Table 2-1. TheIMT 2000 family of 3G standards (Note : UMTS consists of W-CDMA and
TD-CDMA).

recognised a third CDMA system — in addition to the two European systems —
called cdma2000. It was also felt that the lack of 3G spectrum necessitated an
upgrade route for 2G TDMA systems — resulting in a new TDMA standard —
called UMC-136 that is effectively identical to a proposed enhancement to
GSM called EDGE (Enhanced Data rates for Global Evolution). Basically
this takes advantage of the fact that the signal to noise ratio (and hence
potential data capacity) of a TDMA link falls as the mobile moves away from
the base-station. Users close to base-stations essentially have such a good
link that they can increase their bit rate without incurring errors. By using
smaller cells or adapting the rate to the signal to noise ratio then, on average,
the bit rate can be increased (much more about EDGE can be found in
Chapter 4). In CDMA systems the signal to noise ratio is similar throughout
the cell.

Finally the DECT (Digital European Cordless Telecommunications) — devel-
oped by ETSI for digital cordless applications and used, for example, in
household cordless phones — inhabits the 3G spectrum and has been included
as the fifth member of the IMT-2000 family of 3G standards (Table 2.1) as the
ITU now called the FPLMTS vision.

During this period 3G progressed from its “martini” vision — “anytime,
anyplace, anywhere”, to a system much closer, in many respects, to the
existing 2G networks. True the air interface was a radical change from TDMA—
it promised better spectral efficiency, bandwidth on demand and broadband
connections. But the core networks chosen for both UMTS and cdma2000 were
based on existing 2G networks; in the case of UMTS an evolved GSM core and
for cdma2000 an evolved IS 41 core (another time division circuit switching
technology standard). The major reason for this was the desire by the existing
2G operators and manufacturers to reuse as much existing equipment, devel-
opment effort and services as possible. Another reason was the requirement for
GSM to UMTS handover — recognising that UMTS coverage was limited in the
early years of roll-out.

The radio access network for UMTS was also new — supporting certain
technical requirements of the new CDMA technology and also the resource
management for multimedia sessions. The choice of evolved core network
for UMTS is probably the key non IP friendly decision that was taken at this
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time — meaning that UMTS now supports IP, ATM and X25 packets using a
common way of wrapping them up and transporting them over an underlying
IP network. (X25 is an archaic and heavyweight packet switching technology
that pre-dates IP and ATM). In the meantime X25 has become totally defunct as
apacketswitching technology, ATM has been confined to the network core and
IP has become ubiquitous —meaningthat IP packets are wrapped up and carried
within outer IP packets because of a no longer useful legacy requirement to
support X25!

1998 Onwards — The Standardisation Trimester

After 1998 the function of developing and finalising the standards for UMTS
and c¢dma2000 passed to two new standards bodies: 3GPP and 3GPP2
respectively. These bodies completed the first version (or release) of the
respective standards (e.g. R3 — formally known as Release 99 for UMTS) in
1999 and these are the standards that most current networks have been built to.
New releases of UMTS have continued —we now (Q2 2008) have R7 with R8
being finalised. Gradually, some of the features of these standards have been
implemented within 3G networks. For example R5 HSDPA (High Speed
Download Packet Access) has been launched in 198 commercial HSDPA
networks in 86 countries (Q1 2008 — Ref. 5) and R6 HSUPA (High Speed
Upload Packet Access) has 36 commercial HSUPA networks in 27 countries.
Chapter 4 covers much more of the 3G story from 2002 onwards when
deployment began in earnest.

3G Spectrum — The “Fuel” of Mobile Systems

Now is a good time to consider spectrum allocation decisions as these have a
key impact on the 3G vision in terms of the services (e.g. bandwidth or quality)
that can be provided and the economics of providing them.

In any cellular system a single transmitter can only cover a finite area before
the signal to noise ratio between the mobiles and base-stations becomes too
poor for reliable transmission. Neighbouring base-stations must then be set up
and the whole area divided into cells on the basis of radio transmission
characteristics and traffic density: so long as the neighbouring cells operate
on a different frequency (e.g. GSM/D-AMPS) or different spreading code (e.g.
W-CDMA or cdmaOne) —see Figure 2.2. Calls are handed-over between cells
by arranging for the mobile to use a new frequency, code or time-slot. It is a
great, but profitable and very serious, game of simulation and measurement to
estimate and optimise the capacity of different transmission technologies. For
example it was originally estimated that W-CDMA would offer a ten times
improvement in transmission efficiency (in terms of bits transmitted per Hz of
spectrum) over TDMA (Time Division Multiple Access — such as GSM and
D-AMPS) — in practice this turned out to be about 4-5 times.
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Figure 2-2. Typical cellular system (top) and (lower) difference between TDMA, FDMA
and CDMA. (Source: IP for 3G. Reproduced by permission of © 2002 John Wiley & Sons
Ltd.)

In general terms for voice traffic the capacity of any cellular system is given
by:
Capacity(users/km?) = Constant x spectrum bandwidth available(Hz)

x Efficiency(bits/s per Hz) x density of cells(base-stations/km?) /band-
width of a call(bit/s)
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The constant depends on the precise traffic characteristics — how often users
make calls and how long they last as well as how likely they are to move to
another base station and the quality desired — the chance of a user failing to
make a call because the network is busy or the chance of a call being dropped
on hand-over.

Typically figures for a 2G system are:

o Bandwidth of a call — 14 kbit/s (voice)
» Bandwidth available 30 MHz (Orange — UK)

* Efficiency 0.05 (Or frequency re-use factor of 20 — meaning that one in
20 cells can use the same frequency with acceptable interference levels).

Now there are several very obvious conclusions that can be drawn from this
simple equation: Firstly, you can achieve any capacity you like simply by
building a higher base-station density (although this increases costs). Secondly,
the higher the bandwidth per call the lower the capacity —so broadband systems
offering 2 Mbit/s to each user need about 150 times the spectrum bandwidth
of voice systems to support the same number of users (or will support around
150timeslessusers)—all otherthings beingequal. Thirdly, any majorincreasein
efficiency — for a given capacity — means that either a smaller density of base-
stationsor less spectrumisrequired and, given both are very expensive, thisisan
important research area. For 3G systems, as mentioned above, this factor has
improved by 4-5 over current GSM systems. Finally if the bandwidth of a voice
call canbehalvedthenthe capacity of the system can be doubled; thisisthe basis
of the (now defunct) half-rate (7 kbit/s) voice coding in GSM.

So, given this analysis, it is hard to escape the conclusion that mobile
broadband Internet systems, serving large web pages and with video content,
need a lot of spectrum. However, radio spectrum is a scarce resource — to
operate a cellular mobile system only certain frequencies are feasible: at higher
frequencies radio propagation characteristics mean that the cells become
smaller and costs rise: For example 900 MHz GSM operators (e.g. Cellnet in
the UK) require about half the density of stations —in rural areas — compared to
1800 MHz GSM operators like Orange. The difficulties of finding new spec-
trum in the 500-3000 MHz range should not be under-emphasised — see Ref. 6
for a lengthy account of the minutiae involved — but, in short, all sorts of
military, satellite, private radio and navigation systems and so forth all occupy
different parts of the spectrum in different countries. Making progress to reclaim
—or “re-farm” as it is known —the spectrum is painfully slow on a global scale.
The spectrum bands earmarked for FPLMTS at the World Radio Conference in
1992 were 1885-2025MHz and 2110-2200 MHz - a total of 230 MHz.
However, a number of factors and spectrum management decisions have
since eroded this allocation in practice:

¢ Mobile satellite bands consume 2 x 30 MHz.

« Inthe US licences formuch of the FPLMTS band have already been sold off for
2G systems.
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Figure 2-3. Global spectrum allocations for 3G (MSS bands are satellite spectrum).
(Source: IP for 3G. Reproduced by permission of © 2002 John Wiley & Sons Ltd.)

« Partofthebands(1885-1900 MHz) overlap with the European DECT system.

o The FPLMTS bands are generally asymmetrical (preventing paired spectrum
allocations — see below).

All of which means that only 2 x 60 MHz and an odd 15 MHz of unpaired
spectrum was available for 3G in Europe and much less in the US. Paired
spectrum is important—it means equal chunks of spectrum separated by a gap —
one part is used for up-link communications and the other for down-link
transmission. Without the gap separating them up and down-link transmissions
would interfere at the base-station and mobile if they transmitted and received
simultaneously. By comparison, in the UK today, 2 x 100 MHz is available for
GSM, shared by four operators. Figure 2.3 shows the general world position on
3G spectrum.

In the UK auction/licensing process there were a dozen or so bidders
chasing five licences resulting in three each getting 2*10 MHz and two
buying 2*15MHz of paired spectrum per operator. The five successful
bidders paid £22 billion - yes billion — for the spectrum (only the German
auction raised similar sums). So far the unpaired spectrum has been unused
and operators have concentrated on building UMTS coverage.

More spectrum is expected to be available from re-farming existing GSM
wavelengths. In the UK, for example, there are two GSM operators each
with: 2 x 17.5 MHz of 900 MHz plus 2*10 MHz of 1800 MHz spectrum. Two
other operators have 2 x 30 MHz of 1800 MHz GSM spectrum. Although the
operators see the GSM network continuing to 2018 (Ref. 7) it is expected that
more voice users will move to UMTS and allow some of this spectrum to be
re-farmed. Re-farming isn’t as easy as planting potatoes, however. Firstly,
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Europe, Middle Asia North America
East, Africa
New spectrum 2.6 GHz (Japan) 1.5 GHz (Japan) 700 MHz

available now
2.6 GHz (Japan)
2.1 GHz (Japan)
2.3-2.4 GHz (China)

Future new 900 MHz (re-farm) 850 MHz
spectrum (re-farm)
1.8 GHz (re-farm) 1.8 GHz (re-farm) 1.9GHz
(re-farm)

450 MHz (re-farm) 470-854 MHz
(digital dividend)
Future
470-854 MHz
(digital dividend)

Table 2-2. New spectrum likely to be available for licenced mobile systems.

there are difficult questions about how much will be re-farmed and who will
get it — some of the original owners were given the spectrum for free and it is
expected that national regulators will get involved.

Further spectrum is being sold around the world — at 700 MHz in the US,
1.5 GHz in Japan, 2.3-2.4 GHz in China and at 2.6 GHz in Europe, Africa, the
Middle East and Asia Pacific. The 2.6 GHz auction in Europe, for example,
could offeruptothree lots of 220 MHz FDD plus one lotof 2*10 MHz FDD and
some 50 MHz of TDD spectrum. This so called UMTS extension band (2.5 to
2.69 GHz) ismostly being auctioned on a “technology neutral” basis—meaning
any mobile system can be used — and the exact packages of spectrum, along
withthe price, varies from country to country. Atthe time of writing the Swedish
and Norwegian auction had just finished and the UK auction was scheduled for
January 2009. The larger allocations (2*20 MHz) are significant as they are
much more efficient when used with new technologies (such as LTE, described
in Chapter 4).

There is also the so-called digital dividend —the result of switching analogue
TV signals to digital. Typically analogue TV is broadcast on frequencies from
400 MHz and 850 MHz. Much of this is expected to be available for a variety of
uses — including mobile systems — in the next three to five years in much of
Europe and Asia (Table 2.2).

UMTS Network Overview

In order to illustrate the operation of a UMTS network we will now describe a
day in the life of a typical UMTS user — this sort of illustration is often called a
usage case or a scenario. We will introduce the major network elements — the
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base-stations and switches etc. — as well as the functionally that they provide.
This at least has the merit of avoiding a very sterile list of the network elements
and serves as a high level guide to the detailed description of UMTS function-
ality that follows. Figure 2.4 shows the network for the scenario.

Mary Jones, who is 19 years old, just arrived at the technical Polytechnic of
Darmstadt. She islucky thather doting father has decided to equip her witha 3G
terminal for when she lives away from home.

Mary first turns her terminal on before breakfast and is asked to enter her
personal PIN code." This actually authenticates her to the USIM (UMTS
Subscriber Identity Module) —a smart card that is present within her terminal.
The terminal then searches for a network, obtains synchronisation with a
local base-station and, after listening to the information on the cell’s broad-
cast channel, attempts to attach to the network. Mary’s subscription to
T-Nova is based on a 15-digit number (which is not her telephone number)
identifying the USIM inside her terminal. This number is sent by the network
to a large database — called the home location register (HLR) located in the
T-Nova core network. Both the HLR and Mary’s USIM share a 128bit secret
key — this is applied by the HLR to a random number using a one-way
mathematical function (one that is easy to compute but very hard to invert).
The result and the random number are sent to the network which challenges
Mary’s USIM with the random number and accepts her only if it replies with
the same result as that sent from the HLR.

After attaching to the network Mary decides to call her dad — perhaps,
although unlikely, to thank him for the 3G terminal! The UMTS core network is
divided into two halves — one half dealing with circuit switched (constant bit
rate) calls — called the circuit switched domain — and the other — the packet-
switched domain —routing packets sessions. At this time Mary attempts to make
a voice call and her terminal utilises the connection management functions of
UMTS. Firstly, the terminal signals to the circuit switch that it requires a circuit
connection to a particular number — this switch is an MSC (mobile switching
centre). The MSC has previously downloaded data from the HLR when Mary
signed on, into a local database called the visitor location register (VLR) and so
knows if she is permitted to call this number: e.g. she may be barred from
international calls. If the call is possible the switch sets up the resources needed
in both the core and radio access networks. This involves checking whether
circuits are available at the MSC and also whether the radio access network has
the resources to support the call. Assuming the call is allowed and resources are
available a constant bit rate connection is set up from the terminal, over the air
interface and across the radio access network to the MSC —for mobile voice this
will typically be 10kbit/s or so. Assuming Mary’s dad is located on the public
fixed network then the MSC transcodes the speech to a fill a 64kbit/s speech
circuit (the normal connection for fixed network voice) and transports this to a

! OK so 19-year-olds never turn the phone off, even at night, but how else can we cover network
discovery and sign-on!
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Figure 2-4. UMTS Architecture (R99/R3). (Source: IPfor 3G. Reproduced by permission
of © 2002 John Wiley & Sons Ltd.)

gateway switch (the gateway MSC — GMSC) to be switched into the public fixed
telephone network.

When the call ends both the MSC and GMSC are involved in producing Call
Detail Records (CDR) — with such information as: called and calling party
identity; resources used; timestamps and element identity. The CDRs are
forwarded to a billing server where the appropriate entry is made on Mary’s
billing record.

Mary leaves her terminal powered on —so that it moves from being Mobility
Management (MM) connected to being MM-idle (when it was turned
completely off it was MM-detached). Mary then boards a bus for the Polytech-
nic and passes the radio coverage of a number of UMTS base-stations. In order
to avoid excessive location update messages from the terminal the system
groups large numbers of cells into a location area. The location area identifier is
broadcast by the cells in the information they broadcast to all terminals. If
Mary’s terminal crosses into a new location area then a location update
message is sent to the MSC and is also stored in the HLR.

When Tom tries to call Mary — he is ringing from another mobile network —
his connection control messages are received by the T-Nova GMSC. The
GMSC does a look-up in the HLR, using the dialled number (i.e. Mary’s
telephone number) as a key —this gives her current serving MSC and location
area and the call set up request is forwarded to the serving MSC. Mary’s
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terminal is then paged within the location area —in other words all the cells in
that area request Mary’s terminal to identify the cell thatitis currently in. The
terminal can happily sit in the MM-idle state, listening to the broadcast
messages and doing occasional location area updates without expending
very much energy.

Mary and Tom begin a conversation but as Mary is still on the bus, the
network needs to handover the connection from one base-station to another as
shetravels along. In CDMA systems, however, terminals are often connected to
several cells at once, especially during handover —receiving multiple copies of
the same bits of information and combining them to produce a much lower
error rate than would be the case for a single radio connection. When the
handover is achieved by having simultaneous connections to more than one
base-station itis called soft-handoverand in UMTS the base-stations connected
to the mobile are known as the active set.

Mary attends her first lecture of the day on relativity and gets a little lost on the
concept of time dilation — she decides to browse the Internet for some extra
information. Before starting a browsing session her terminal is in the PMM
(Packet Mobility Management) idle state — in order to send or receive packets
the terminal must create what is called a PDP (packet data protocol) context. A
PDP context basically signals to the SGSN and GGSN (Serving GPRS Support
Node and Gateway GPRS Support Node) — which are the packet domain
equivalent of the MSC and GMC switches — to set up the context for a packet
transfer session. What this means is that Mary’s terminal acquires an IP address,
the GSNs are aware of the Quality of Service (QoS) requested for the packet
session and that they have set up some parts of the packet transfer path across
the core network in advance. Possible QoS classes for packet transfer, with
typical application that might use them, are: Conversational (e.g. voice),
streaming (e.g. streamed video), interactive (e.g. web browsing) and back-
ground (file transfer). (All circuit switched connections are conversational).
Once Mary has set up a PDP context the Session Management (SM) state of her
terminal moves from inactive to active.

When Mary actually begins browsing her terminal sends a request for
resources to send the IP packet(s) and, if the air interface, radio access and
core networks have sufficient resources to transfer the packet within the QoS
constraints of the interactive class then the terminal is signalled to transmit the
packets. Mary is able to find some useful material and eventually stops
browsing and deactivates her PDP context when she closes the browser
application.

During the afternoon lecture Mary has her 3G terminal set to divertincoming
voice calls to her mail box. Tom tries to ring her and is frustrated by the voice
mail —having some really important news about a party that evening. He sends
her an Instant Message. When this message is received by the T-Nova gateway
itis able to look in the HLR and determine that Mary is attached to the network
but has no PDP context active — it also only knows her location for packet
services within the accuracy of a Routing Area (RA). This is completely
analogous to the circuit switched case and a paging message is broadcast
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requesting Mary’s terminal to set up a PDP context so that the urgent IM can be
transferred.”

In this scenario we have briefly looked at the elements within the UMTS
network and how they provide the basic functions of: security, connection
management, QoS, mobility management and transport of bits for both the
circuitand packet switched domains. In the next section we go into some of the
grisly details and expand on some of these points.

We have not yet said much about the role of the Radio Access Network and
the air interface. The Radio Access Network stretches from the base-station,
through a node called the Radio Network Controller, to the SGSN/MSC. The
RAN is responsible for mobility management — nearly all terminal mobility is
hidden from the core network being managed by the RAN. The RAN is also
responsible for allocating the resources across the air interface and within the
RAN to support the requested QoS.

UMTS Network Details

To avoid a very lengthy description we will mostly follow UMTS (Universal
Mobile Telecommunications System) which is the European/Japanese member
of the IMT-2000 family.

Itis convenient to break 3G networks into an architecture, what the building
blocks (switching centres, gateways) are and how they are connected (inter-
faces), and four functions that are distributed across the architecture:

Transport — how the bits are routed/switched around the network.

Security — how users are identified, authorised and billed.

Quality of Service — how users get better than best effort service.

» Mobility management —the tracking of users and hand-over of calls between
cells.

You could easily break down the PSTN in this way — mobility management
would be reduced to a cordless phone! However the building blocks would be
the terminal, local exchange and main switching centre. The bits would be
transported by 64kbit/s switching technology from the exchange level and
quality would be provided by provisioning using Erlang’s formula — and you
either get 64kbit/s or nothing! Finally phones are identified by an E164 number
(01473....) and being named on the contract with the phone company makes
you responsible for all call charges —the phone is secured by your locked front
door!

2 Of course he might just send an SMS—but IM is an Internet service and (in theory) faster than SMS.
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2.5.1 UMTS Architecture — Introducing the Major Network

Elements and their Relationships

UMTS is divided into three major parts: the air interface, the UMTS Terrestrial
Radio Access Network (UTRAN) and the core network. The first release of the
UMTS network (Figure 2.5) — R3, the Release previously known as R99 —
consists of an enhanced GSM phase 2 core network (CN) and a wholly new
Radio Access Network (called the UMTS Terrestrial Radio Access Network or
UTRAN).

For readers familiar with GSM the MSC, G-MSC, HLR and VLR (See Ref. 8 for
more details on GSM) are simply the normal GSM components but with added
3G functionality. The UMTS RNC (Radio Network Controller) can be consid-
ered to be roughly the equivalent of the Base Station Controller (BSC) in GSM
and the Node Bs equate approximately to the GSM base-stations (BTS — Base
Transceiver Station).

The RNCs and base-stations are collectively known as the UTRAN (UMTS
Terrestrial Radio Access Network). From the UTRAN to the Core the network is
divided into packet and circuit switched parts: The Interface between the radio
access and core network (I,) being in effect two interfaces: I, (PS — Packet
Switched) and I, (CS — Circuit Switched). Packet traffic is concentrated in a new
switching element —the SGSN (Serving GPRS Support Node). The boundary of

Figure2-5. UMTSR3 (Release 99) Architecture (Detail). (Source: IPfor 3G. Reproduced
by permission of © 2002 John Wiley & Sons Ltd.)
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the UMTS core network for packets is the GGSN (Gateway GPRS Support
Node) which is very like a normal IP gateway and connects to corporate
intranets or the Internet.

Below is a quick guide to some of the functionality of each of these elements
and interfaces:

e 3G Base-station (Node B)

The base-station is mainly responsible for the conversion and transmission/
reception of data on the U,, interface (Figure 2.5) to the mobile. It performs
error correction, rate adaptation, modulation and spreading on the air
interface. Each Node B may have a number of radio transmitters and cover
a number of sectors. A typical 3G base-station would have one or three
sectors depending on the environments (urban, rural etc.) and the traffic
level. In the case of the three sectors each would have a different scrambling
code (which is described later in the chapter). Each sector can also have a
number of 5 MHz carriers —in the UK the MNOs have 2 or 3 5 MHZz carriers —
depending on the traffic level. As we will see in Chapter 4 the second and
third carrier are typically being used for mobile data and the first carrier for
voice—although they can be mixed on a carrier. The Node B can also achieve
soft handover between its own transmitters and also send measurement
reports to the RNC: this is called softer handover.

e RNC

The RNCisan ATM switch which can multiplex/demultiplex user packet and
circuit data together. Unlike in GSM, RNCs are connected together (through
the |, interface) and can handle all radio resourcing issues autonomously.
Each RNC controls a number of Node Bs — the whole lot being known as an
RNS —Radio Network System (thought you’d have got the hang of the TLAs —
Three Letter Abbreviations! by now!). The RNC controls congestion and soft
hand-over (involving different Node Bs) as well as being responsible for
operation and maintenance (monitoring, performance data, alarms and so
forth) within the RNS.

e SGSN

The SGSN is responsible for session management, producing charging
information, and lawful interception, it also routes packets to the correct
RNC. Functions such as attach/detach, setting up of sessions and establishing
QoS paths for them are handled by the SGSN.

« GGSN

A GGSN israther like an IP gateway and border router — it contains a firewall,
has methods of allocating IP addresses and can forward requests for service to
corporate Intranets (as in Internet/Intranet connections today). GGSNs also
produce charging records.
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e MSC

The Mobile Switching Centre/Visitor Location Register handles connection
orientated circuit switching responsibilities including connection manage-
ment (setting up the circuits) and mobility management tasks (e.g. location
registration and paging). Itis also responsible for some security functions and
Call Detail Record (CDR) generation for billing purposes.

e GMSC

The Gateway MSC deals with incoming and outgoing connections to
external networks (such as the public fixed telephony network) for circuit
switched traffic. For incoming calls it looks up the serving MSC within the
HLR and sets up the connection to the MSC.

e HLR

The home location register familiar from GSM is just a big data base with
information about users, their services (e.g. are they pre or post pay? Is
roaming switched on? What QoS classes they have subscribedto?). Obviously
new fields have been added for UMTS — especially relating to data services.

UMTS Security

Security in a mobile network covers a wide range of possible issues affecting
the supply of and payment for services. Typical security threats and issues
might be:

» Authentication — is the person obtaining service the person who is paying
for it?
» Confidentiality of data—is anyone eavesdropping on my data/conversations?

« Confidentiality of location — can anybody discover my location without
authorisation?

* Denial of service — can anybody deny me service (e.g. sending false update
messages about my terminal location) to prevent me getting some service. An
example of this might be when | am bidding in an auction and other bidders
wish to prevent me continuing to bid against them.

* Impersonation — can users take my mobile identity — and get free service? Or
access to my information? Can sophisticated criminals set up false base-
stations that collect information about users or their data?

In UMTS there are four main ways in which threats and issues like these are
addressed:

e Mutual authentication between the user and the network.

» Signalling integrity protection within the RAN.
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* Encryption of user data in the RAN and over the air interface.

» Use of temporary identifiers.

Mutual authentication — of the user to the network and of the network to the
userisbased aroundthe USIM (UMTS Subscriber Identity Module). Thisisasmart
card (i.e. one with memory and a processor in it) and each USIM is identified by a
(different) 15 digit number —the International Mobile Subscriber Identity (IMSI) -
Note the ISMl is separate from the phone number (07702 XXXXXX say), which is
known as the Mobile ISDN number and can be changed (e.g. in number
portability you can move to a new MNO (and get a new IMSI) whilst keeping
your mobile number). When you switch on a signalling message is sent to the
HLR (your home HLR if you are roaming on aforeign network—identified by your
IMSI) containing your IMSI and the “address” of MSC that you are registering
with. The HLR (actually in a sub part of the HLA called the authentication centre
AuC) generates a random number (RAND) and computes the result of applying a
one-way mathematical procedure (XRES), which involves a 128 bit secret key
known only to the SIM and the HLR, to RAND. The one way function is very
difficult to invert — knowledge of the random number and the result of the
function does not allow the key to be easily found. The HLR sends this result and
random number to the visited-MSC- which challenges the USIM with the
random number and compares the result with that supplied by the HLR. If they
match the USIM is authenticated. The MSC can download a whole range of keys
to store for future use (in the VLR)- which is why when you first turn on your
mobile abroad itseemstotake agestoregisterbut, subsequently, ismuch quicker
toattach. Notethatat notime doesthe secret key leave the SIMor HLR —there are
no confirmed cases of hackers gaining access to these keys.

A second feature of UMTS is that it allows the user to authenticate the
network —to guard against the possibility of “false” base-stations (i.e. like bogus
bank machines that villains use to collect data to make illegal cards). When the
home network HLR receives the authentication request from the serving network
MSC it actually uses the secret key to generate three more numbers — known as
AUTN, CK and IK. The set (XRES, AUTN, CK and IK) are known as the
authentication vectors (Figure 2.6)

Figure 2-6. UMTS authentication. (Source: IP for 3G. Reproduced by permission of
© 2002 John Wiley & Sons Ltd.)
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Both HLR and USIM also keep a sequence number (SQN) of messages
exchanged that is not revealed to the network. The MSC sends RAND and
AUTN to the USIM that is then able to calculate the RES, SQN CK and IK. It
sends RES to the network for comparison with XRES —to authenticate itself — but
also checks that the computed value of the sequence number with its own
version to authenticate the network to itself.

Another feature introduced is an integrity key (IK) — distributed to the mobile
and a network by the HLR, as described above, so that they can mutually
authenticate signalling messages. This takes care of the sort of situation where
false information might be sent to the network or to the mobile. This would
coverthe auction example where arival bidder sends a false signal that | want to
detach or have moved to a new base-station just as we are reaching the end of a
bidding session.

In addition to the challenge/response the HLR generates a cipher key (CK)
and distributes this to the MSC and USIM. The cipher key is used to encrypt the
user data over the air from the terminal to the RNC and is passed to RNC by the
MSC when a connection or session is set up.

UMTS allows the terminal to encrypt its IMSI at first connection to the
network by using a group key — it sends the MSC/SGSN the coded IMSI and
the group name that is then used by the HLR to apply the appropriate group key.
The IMSI is actually only sent over the air at registration or when the network
gets lost to prevent the capture of UMTS identities. After first registration the
terminal is identified by a Temporary Mobile Subscriber Identifier (TMSI) for the
circuit switched domain and a Packet Temporary Mobile Subscriber Identifier
(P-TMSI). These temporary identifiers — and the encryption of the IMSI at first
attach should prevent IMSI being captured for malicious use and impersonation
of users.

One, final, level of security is performed on the mobile equipment itself, as
opposed to the mobile subscriber (for example putting your SIM in someone
else’s phone doesn’t always work!)

Each terminal is identified by a unique International Mobile Equipment
Identity (IMEI) number and a list of IMEls in the network is stored in the
Equipment Identity Register (EIR). An IMEI query to the EIR is sent at each
registration and returns one of the following:

e White-listed
The terminal is allowed to connect to the network.

o Grey-listed
The terminal is under observation from the network.

* Black-listed
The terminal has either been reported stolen, or is not type approved (wrong
type of terminal). Connection to be refused.

Good references for UMTS security are given in Ref. 9.



2.5.3
2.5.3.1

2.5.3.2

Chapter 2: An Introduction to 3G Networks 37

UMTS Communication Management
Connection Management

For the circuit switched domain the connection management function is
carried out in the MSC and GMC. Connection management is responsible for
number analysis (can the user make an international call), routing (setting up a
circuittothe appropriate GMSC for the call and charging (i.e. generation of Call
Detail Records). The MSC is also responsible for the transcoding of low bit rate
mobile voice (10 kbit/s or so — in UMTS the voice data rate is variable) into
64kbit/s streams that are standard in the fixed telephony world.

The GMSC is responsible for the actual connection to other circuit-based
networks and also for any translation of signalling messages that is required.

Session Management

In the packet domain the user needs to set up a PDP context (Packet Data
Protocol Context) in order to send or receive any packets. The PDP context
describes the connectionto the external packet data network (e.g. the Internet):
isitIP? What is the network called? (e.g. BT Corporate network) What quality do
| want for this connection (delay, loss) and how much bandwidth do | want
(QoS Profile).

The steps involved in setting up a PDP context are as follows (Figure 2.7):

1. The terminal requests PDP context activation.

Figure 2-7. PDP contextset up. (Source: IP for 3G. Reproduced by permission of © 2002
John Wiley & Sons Ltd.)
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2. The SGSN checks the request against subscription information received
fromthe HLR (during the attachment). If the requested QoS is notincluded in
the subscription then it may be rejected/re-negotiated.

3. The Access Point Name (name of external network) is sent, by the SGSN, to a
DNS server (IP Domain Name Server — normal Internet-style name->IP
address look up to find the IP address of the GGSN that is connected to the
required network).

4. The SGSN tries to set up the radio access bearers — this can result in
re-negotiation of QoS.

5. The SGSN sends a PDP create context message to the GGSN and this may be
accepted or declined (e.g. if the GGSN is overloaded).

6. An IP tunnel is set up between the SGSN and the relevant GGSN — with a
tunnel ID (this will be explained in the next section).

7. An PDP address is assigned to the mobile.
8. The PDP context is stored in the: mobile, SGSN, GGSN and HLR.

The PDP address will in practice be an IP address (Although UMTS can carry
X25 and PPP — point to point protocol packets as well) and this can be either
static or dynamically assigned. In static addressing the mobile always has the
same IP address — perhaps because it is connecting to a corporate network
whose security requires an address from the corporate range.

In dynamic allocation the address can come from a pool held by the GGSN
and allocated by DHCP (Dynamic Host Configuration Protocol —again normal
Internet-style IP address allocation) or from a remote corporate or ISP network.
The GGSN includes a RADIUS client that can forward password and
authentication messages to external servers (as happens in internet access
today). This would typically be the case where users are connecting to their
corporate networks. Note that most MNOs do not offer a public IP address for
mobile data but rather use NAT (Network Address Translation) and offer only
private addresses — as do most fixed ISPs.

UMTS also contains the concept of a secondary PDP context (also called a
multiple PDP context — Figure 2.8). In GPRS if you want to run two different
applications, with different QoS requirements — such as video streaming and
www browsing —then you need two different PDP contexts and, consequently,
two different PDP (i.e. IP) addresses. In UMTS R99 the secondary PDP context
concept allows multiple application flows to use the same PDP type, address
and Access Point Name (i.e. external network) but with different QoS profiles.
The flows are differentiated by an NSAPI (Network layer Service Access Point
Identifier —a number from 0 to 15). We will look at the mapping of the various
identifiers and addresses later in the mobility management section.

A traffic flow template (TFT) is used to direct packets addressed to the same
PDP address to different secondary PDP contexts. For example if our user is
browsing and wants to watch a movie clip —a long one so she wants to stream it
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Figure 2-8. Multiple PDP contexts. (Source: IP for 3G. Reproduced by permission of
© 2002 John Wiley & Sons Ltd.)

rather than download it — then the browser might activate a secondary PDP
context suitable for video streaming. When the video and HTTP packets arrive
at the GGSN they all have the same destination IP address (PDP address). The
packet flow template allows other aspects (source address, port number, flow
label. . .) to be used to assign them to the correct context and hence, QoS. In this
case the source address (or source address and source port number) might be
used to differentiate between the flows.

A PDP context will only remain active for a certain length of time after the
last packet transmission. In other words | might set up a PDP context to
browse some web pages and then stop using the terminal. Obviously | am
tying up network resources (e.g. IP addresses) — and | am almost certainly not
paying for them (if |1 pay per packet or by subscription). The network,
therefore, deactivates the PDP after a suitable time. Some can be long lived
in the absence of traffic if the mobile operator selects this option which results
in much quicker set up times — e.g. when | browse a few pages stop to read
something and then click on a link the delay can be quite long if the PDP
context has to be reset. It might seem from this that UMTS packet users are
confined to user-initiated sessions (the equivalent of outgoing calls only) — but
there also exists a mechanism to request users to set up a PDP context. This
might be when users have a fixed IP address — so that the GGSN can accept an
incoming instant message (say) and use the IP address as a key in the HLR and
obtain the address of the SGSN which the mobile is associated with. When
the mobile attached it initially joined to an SGSN and the address of that
SGSN was recorded in the HLR - as were subsequent movements of the
mobile into regions (routing areas) controlled by other SGSNs. The SGSN can
send a PDP set up request to the mobile. Of course the GGSN has to be
careful not to request a PDP context every time a piece of junk email is
received! The facility will be more useful when Session Initiation Protocol is
used widely for peer-to-peer session initiation (see Chapter 6 for more on
this).
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2.5.4 UMTS QoS

We saw earlier that when users set up PDP contexts they included a QoS
profile — in this section we look at how QoS is described within a UMTS
network.

UMTS contains the concept of layered QoS — so that a particular bearer
service uses the services of the layer below (Figure 2.9). What does this mean?
Well abeareris aterm for a QoS guaranteed circuit or QoS treatment of packets.
A concrete example would be that packets leaving the UTRAN —on the lu (PS)
interface—are carried on ATM virtual circuits (that give guaranteed QoS). So the
CN (Core Network) bearer might be an ATM network with virtual circuits
offering different QoS characteristics.

Both the local and external bearers are not part of UMTS — but obviously
impactonthe endto end QoS. The local bearer might be a Bluetooth link from a
3G mobile phoneto alaptop say. Inasimilar way, the external bearer might, for
example, be a DiffServ network operated by an ISP (refer to the QoS chapter for
more details).

Atthe UMTS bearer level, where PDP contexts are created, all UMTS packet
services are deemed to fall into one of four classes (Table 2.3) — basically
classified by their real-time needs: i.e. the delay they will tolerate.

Figure 2-9. UMTS QoS architecture. (Source: IP for 3G. Reproduced by permission of
© 2002 John Wiley & Sons Ltd).
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Conversational and streaming classes are intended for time-sensitive flows —
conversational for delay sensitive traffic such as VolP (voice over IP). In the case
of streaming traffic — such as watching a video broadcast say — much larger
buffering is possible and so delays can be relaxed and greater error protection
provided by error correction techniques that repeat lost packet fragments but
add to delays. Interactive and background classes are for bursty, Internet-style,
traffic.

When requesting QoS, users invoke a QoS profile that uses the traffic class
and seven other parameters to define the requested QoS:

» Maximum bit rate. The maximum bit rate defines the absolute maximum that
the network will provide — packets in excess of this rate are liable to being
dropped - this is equivalent to the conventional peak rate description and is
only supported when resources are available.

« Delivery order. The delivery order specifies if in sequence delivery of SDUs is
required (for SDU — Device Data Unit read IP packet)

* Transfer delay.

» Guaranteed bit rate. Only the guaranteed rate is always available at all times
and this only applies to the conversational and streaming classes.

e SDU (Service Data Unit) size information. The maximum SDU size.
o Reliability — whether erroneous SDU should be delivered.

» Traffic handling priority. Traffic handling priority is only used within the
interactive class to provide multiple QoS sub-levels.

* Allocation/retention policy. Related to the priority of the traffic (this is
explained in detail in the UTRAN section later).

There are only certain values allowed for each parameter — more details
can be found in the references at the end of the chapter. In practice, however,
UMTS QoS has proved to be not that useful. Let me explain. Pre-empting
Chapter 4 (which gives real life measurements on 3G networks) the delay in
3G packet networks has been too large (200-300 ms) to allow VolP. Also
VolP is a bit pointless when you have a CS network fully optimised to handle
voice and with 4-5x the capacity of GSM. The public didn’t want video
services® and so the need to support real-time services on the packet network
has not yet materialised. For non real-time services — email, web browsing
and file transfer mostly — there has not really been any need for QoS. When
the networks first rolled out there was lots of spare capacity. Where demand
for mobile data has been high — e.g. in central London - congestion on 3G

? Or, not up to the present time in any case. Whether they will ever take off — after 20 years of
products and trials on fixed and mobile phones is a bit like waiting for:IPv6, nuclear fusion and
Godot!
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packets networks has been occurring. No QoS separation is currently used for
mobile data — although there is strict separation from voice traffic. The
problem is being solved by rolling out more 3G cells or adding more sectors
to existing cells or “lighting up” extra carriers (i.e. chunks of 5 MHz spec-
trum — 3G MNOs typically have one to four carriers). QoS is useful when the
network load is about 70-200% of capacity. Below 70% you don’t need QoS
asitall fits on anyway. Over 200% you need more capacity and QoS schemes
are insufficient (assuming IP bursty traffic and Internet apps). QoS schemes at
200% only work by admission control — i.e. not letting new users join the
network. The problem is that having paid the network operator for mobile
broadband access the customers get upset if they can’t connect and the
operators prefer to admit them and let all users suffer congestion. In fixed
broadband DSL there are, typically, 30-50 users sharing a 2Mbit/s connec-
tion — some ISPs (such as BT) have just started to introduce QoS for
downstream traffic with DiffServ markings used to protect voice and (paid
for) IPTV traffic. This may well be a development that is copied in the mobile
sphere when traffic levels rise.

UMTS Mobility Management

Most of the mobility management in a UMTS system takes place within the
RAN; this was actually one of the design goals of the RAN — isolating the core
network from mobility events. Nearly all handovers fall into this category and
have been duly relegated to the next section about the UTRAN.

Atthe core network level there are three mobility management states that the
terminal can existin —detached (i.e. switched off), connected and idle —the last
two states having a different meaning in the circuit and packet domains. In the
circuit switched domain the terminal is always associated with an MSC and the
servingMSC's identity isrecorded inthe HLR. When aterminal hasbeen idle for
circuit switched traffic for a given time the network stops tracking it at the cell
level and the terminal simply listens to the broadcast channel of the cells. As it
roams about the terminal is in the circuit switched mobility management idle
mode (MM-idle). Only when itenters a new location area—consisting of a large
number of cells — does it inform the network of a change of location. When
the user wishes to make a call it performs a procedure called a location update
that provides the network with its position at the cell level of detail. Similarly if
an incoming call is received for the terminal then the MSC broadcasts a paging
request for that terminal which immediately responds with a location update —
bringing it into the MM-connected state.

Likewise for the packet mobility management (PMM) — when the terminal
hasn’tsent or received any packets for long time it ceases to have a PDP context
set up and moves to the PMM-idle mode. When a new PDP context is set up —
either as aresult of the user wanting to send data or a PDP context set up request
message — then the terminal moves to the PMM-connected state. When a
terminal is in the PMM-idle state it simply listens to broadcast messages and
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updates the network whenever it passes into a new routing area. Routing areas
are actually subsets of location areas but still comprise many cells.

UMTS Core Network Transport

In this section we will look at how data is transported across the core network
and how QoS can be achieved. Figure 2.10 shows the user plane protocols for
the core and access networks for packet switched traffic.

From the terminal to the RNC, IP packets are carried in PDCP packets. PDCP
is Packet Data Convergence Protocol and provides either an acknowledged/
unacknowledged or transparent transfer service. This choice is related to the
(backward) error correction that the underlying RLC (Radio Link Control) layer
applies — more details of the functions of RLC can be found in the UTRAN
section below. Transparent means no error correction is applied at layer 2. The
unacknowledged mode detects duplicate and erroneous packets but simply
discards them whereas in acknowledged mode the RLC resends missing frames
(atlayer 2 packets are usually called frames! —e.g. Ethernet frames). The choice
of mode is based on the required QoS —re-sending lost or errored frames causes
delay and so the acknowledged mode is only used for applications that are
delay sensitive. PDCP also performs a compression/decompression function —
such as compressing TCP/IP headers.

From the RNC to the SGSN IP packets are tunnelled using a tunnelling
protocol called GTP — GPRS tunnelling protocol (Figure 2.11). Another GTP
tunnel then runs from the SGSN to the GGSN - allowing hierarchical mobility
(SGSN changes will not happen often) as well as lawful interception (phone
tapping) at the SGSN.

Atunnelling protocol consists of two pieces of software that take packets and
wrap them within new packets such that the entire original packet — including

Application
E.g., IP, E.g. IP,
PPP PPP
Relay Relay
PDCP PDCP GTP-U GTP-U GTP-U GTP-U
RLC RLC UDP/IP UDP/IP | UDP/IP UDP/IP
MAC MAC AAL5 AALS5 L2 L2
L1 L1 ATM ATM L1 L1
Uu lu-PS Gn Gi
MS RNC 3G-SGSN 3G-GGSN

Figure 2-10. UMTS user plane protocols. (Source: IP for 3G. Reproduced by permission
of © 2002 John Wiley & Sons Ltd).
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Figure 2-11. GTP-Tunnelling. (Source: IP for 3G. Reproduced by permission of © 2002
John Wiley & Sons Ltd.)

the header becomes the new payload: the original header is not used for
routing/switching and is not read whilst encapsulated. A very good analogy is
that if | send my friend a letter to his home address his mum puts it in a new
envelope, addressed to his college address, and pops it back in the post.
Using GPRS tunnelling protocol UMTS can carry a number of different
packets (such as IPv4, IPv6, PPP and X25) over a common infrastructure. GTP
packets are formed by adding a header to the underlying PDP packet — the
format of this header is shown in Figure 2.12. After forming a GTP packet it is

Bits

Octets 8 7 6 5 4 3 2 1
Version [ PT | () | E | S [PN
Message Type
Length (1% Octet)
Length (2™ Octet)
Tunnel Endpoint Identifier (15! Octet)
Tunnel Endpoint Identifier (2" Octet)
Tunnel Endpoint Identifier (3 Octet)
Tunnel Endpoint Identifier (4™ Octet)
Segeuence Number (1% Octet) ¥
10 Segeuence Number(znd Octet)” Rl
11 N-PDU Num ber® ¥
12 Next Extensio n Header Type

—_

©oOoO~NOOR~WN

3) 4)

Figure 2-12.  GTP header format. (Source: IP for 3G. Reproduced by permission of
© 2002 John Wiley & Sons Ltd.)
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sent using UDP over IP using the IP address of the tunnel endpoint — e.g. the
GGSN for traffic sent from the SGGN to an external network. The most
important header field is the tunnel id (identifier) which identifies the GTP
packets asbelongingto a particular PDP context of a specific user (and therefore
can be given the appropriate QoS). The tunnel id is formed from a combination
of the IMSI and NSAPI —the IMSI uniquely identifying a terminal and the NSAPI
being a number from 0 to 15 that identifies the PDP context or the secondary
PDP context within a primary PDP context.

In the UMTS core network IP layer 3 routing is, typically, supported by ATM
switching networks. Itis the operator’s choice whether to implement QoS at the
IP or ATM level but if the IP layer is used then the IETF differentiated services
scheme is specified by 3GPP asthe QoS mechanism. In all cases interoperabili-
ty between operators is based on the use of Service Level Agreementsthatare an
integral part of the definition of DiffServ.

If DiffServ is being used to provide QoS in the core network then a mapping is
needed at the RNC between UMTS bearer QoS parameters and DiffServ code
points and a similar mapping is needed at the GGSN for incoming packets. The
SGSN originally downloads the user subscription data from the HLR and passes
the allocation/retention priority, firstly tothe RNC with the Radio Access Bearer
request and then to the GGSN with the PDP context activation message. The
RNC and GGSN then use the allocation/retention priority and the UMTS class
to map to DiffServ classes as shown in Figure 2.13. In Diffserv there is no delay
bound and such a network would rely on proper provisioning to deliver
sufficiently low delays for conversational services.

CONVERSATIONAL STREAMING
EF queue AF 1 queue

buffer emptv buffer full high drop low drop
precedence precedence
(BRONZE) (GOLD)

INTERACTIVE BACKGROUND
AF 2 queue AF 3 queue

high drop low drop high drop low drop

precedence precedence precedence precedence

(BRONZE) (GOLD) (BRONZE) (GOLD)

Figure 2-13. Mapping of UMTS QoS Classes to DiffServ queues. (Source: IP for 3G.
Reproduced by permission of © 2002 John Wiley & Sons Ltd.)
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UMTS decouples the terminal packet data protocol from the network
transport — through the use of tunnelling. As a consequence it can transport
IPv4 or v6 packets without modification. As was explained above — in practice
no operators are using such a QoS scheme for mobile data at the present time.
VolP and real-time services are not offered over the PS network® —all the traffic
is background. Video is normally sent over the CS network. In any case the
congestion that is now seen in 3G networks is in either the air interface or from
the Node Bstothe RNCs—these are often connected by one to three E1 (2Mbit/s)
leased lines. It is said the backhaul costs are 30% or so of the annual running
costs of amobile network (OPEX). If there is congestion beyond the air interface
this is where it will be.

Signalling in the UMTS Core Network

Thesignallingbetweenthe mobile, SGSNand GGSNtothe HLR, authentication
centre, EIR and also the SMS message centre all consist of SS7 signalling
(Signalling System Number 7) messages (see Figure 2.5 again). SS7 is, in some
ways, like an IP network (but it is not IP at all and developed totally indepen-
dently!): it is packet based, has reliable transport protocols and its own
addressing scheme. SS7 was originally used on the PSTN when it became
digital and carries all the signalling messages between exchanges needed to set
up a call (address complete, ringing, connecting . . . being example messages).
The SS7 variant used in the PSTN is called ISUP and this has been extended for
use in mobile networks with an extended message set called MAP (Mobile
Application Part). The SGSN/HLR and so forth all have SS7 addresses and use
MAP toexchangesignallingmessages. Fromthe SGSNthe G, interface connects
toa (logically separate) SS7 network over a 2 Mbit/s time division multiplex link
(the normal circuitswitched connectionyouwouldfindinthe PSTN say—i.e. not
IP and totally separated from the data path transmission mechanism).

SS7 is not the only signalling protocol used in the UMTS core network. The
setting up, modifying and tearing down of GTP tunnels is performed by a
signalling protocol called GTP-C (whilst the transport of user data is performed
by GTP-U which we have just described). GTP-C runs between the SGSN and
GGSN and also caries the messages to set and delete PDP contexts. GTP-C uses
the same header as GTP-U but is a reliable protocol in that the sequence
numbers are used to keep track of lost messages and these are re-sent. An
example GTP-C message is ECHO - this can be sent to another GSN that must
reply with an ECHO RESPONSE message that includes the time since the last re-
boot. Readers needing more details of GTP-C messages are referred to the TS
29.060 where the nitty gritty detail awaits! There is no SS7 signalling link from
the SGSN to the GGSN.

Note that GTP-C does not run over the |, interface between the SGSN and the
RNC-since RNCs have no partin PDP context activation etc. —the GTP tunnels

* Skype — offered as part of a package on Internet services by “3” is carried over a 3G circuit.
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from RNCs to SGSNs are set up by part of another protocol RANAP — this is
covered in the next section.

UMTS Radio Access Network (UTRAN) and
Air Interface

In this section we will look more closely at the interfaces of the UTRAN, the
signalling and transport protocols used to convey bits from the mobile to the
RNC and also look at the underlying ATM switching cloud. This is to illustrate
just how un-IP friendly the UTRAN is. Firstly, let’s look at the switching and
timing requirements for soft handover in greater detail — as soft handover has
been a double-edged sword for UMTS. Secondly, to bring out just how
complicated the RAN is — with functions like Radio Resource Management
requiring intensive, real-time, processing in a number of distributed elements
Finally, the layer 2/layer 3 interface is very much integrated and tailored for
W-CDMA (with its power control and particular radio characteristics). For all
these reasons we will wade through: the air interface (U,); the UTRAN to core
(1) interface and, finally, tackle the ATM transport.

It is important to note that the standards concentrate on the interfaces
because that is where equipment from different manufacturers needs to
inter-operate; for example an Ericsson terminal needs to talk to any make of
base-station correctly. Within a base-station, however, the operation of soft
handover and the QoS scheduling is completely propriety and the standards do
not specify these.

The W-CDMA Air Interface and the U, Interface

CDMA standsfor codedivisionmultipleaccess—meaningthatmany userssharea
single block of spectrum by means of different code sequences that they multiply
(spread) their data with to increase the bit rate prior to transmission. Forexample,
iflhavea 38.4 kbit/s data stream and spread it with a chip rate of 3.84 Mchip/s (the
spread code bits are called chips) then | have, somewhat obviously, a spreading
factor of 100. Now the clever thing about CDMA is that if | multiply the spread
signal by the same spreading code again | recover the original bit stream.
Moreover, if there are other users with different spreading codes then the result
of multiplying their transmission with my spreading code is simply noise —
providing the codes are carefully chosen. This process is sometimes likened to
an international party where you hear somebody over the far side of the room
talking your language and lock on to that conversation above a general back-
ground noise created by other conversations. You might ask whether itwould not
be better just to divide the spectrum up and give each user his own part of the
spectrum (frequency division multiple access) ortime slot (time division multiple
access). Many simulations have shown that CDMA can support more users at a
given QoS and user bit rate (Chapter 4 provides an insight into this).
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In UMTS there are two modes of operation FDD and TDD. As was already
explained the FDD (Frequency Division Duplex) mode uses two blocks of
spectrum for the up and down links and separates users solely on the basis of
CDMA codes.

The TDD (the time division duplex) mode uses a single block of spectrum but
only transmits on the up link or the down link at one time, hence the time
division duplex, and uses a mixture of codes and time slots to separate users.
We will concentrate on the FDD mode here because the TDD spectrum hasstill
yet to be exploited by the mobile operators.

In a CDMA system neighbouring cells use the same frequency but avoid
direct interference by means of the use of scrambling codes.” From the base-
station to the terminal the spreading code is made up of two parts — the
scrambling code that is different for each cell (or sector) and the channelisation
code that separates users within the cell. Transmissions from users and base-
stations in neighbouring cells are always seen as noise because the spreading
code (=channelisation code x scrambling code) is unique for each base-
station to user transmission within the entire system. This is how CDMA is able
to use the same frequency in every cell.

In UMTS the CDMA air interface makes up the physical layer and part of the
MAC layer of the U,, interface between the terminal and the base-station. The
air interface (U, interface) protocols are shown in Figure 2.14. The PDCP
(Packet Data Convergence Protocol) provides header compression for PDP
packets — as already described. The BMC (Broadcast/Multicast Control) layer
provides cell broadcast facilities.

The RLC (Radio Link Control) layer is responsible for setting up and tearing
down RLC connections —each one represents a different radio bearer (meaning
there is one radio bearer per PDP context or circuit). The RLC layer segments
andreassembles data packets as well as providing backward error correction. A
1500 byte IP packet would be segmented into 27 RLC PDUs with a 2 byte
header added to each (the MAC layer would add another 3 bytes from MAC
PDUs). The level of backward error correction can be one of several modes:

» Transparent — higher layer packets are not provided with error recovery and
higher layer packets may be lost or duplicated.

» Unacknowledged — this mode detects errored packets but simply deletes
them. It also avoids duplicating packets.

» Acknowledged — Error free delivery of packets is guaranteed by an ARQ
(automatic repeat request) backward error recovery scheme. Also duplicate
detection ensures that only one copy of each packet is transmitted.

The RLC is also responsible for ciphering and can perform flow control —i.e.
the receiving end can request the transmitting end to slow down transmission to

® There are different W-CDMA carriers each of which occupies 5 MHz but one carrier can be used
on adjacent base-stations or carriers.
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Figure 2-14. Radio Interface protocols — control and user plane. (Source: IP for 3G.
Reproduced by permission of © 2002 John Wiley & Sons Ltd.)

prevent, for example, buffer overflow. For data the RLC terminates at the RNC —
so RLC frames are carried to the Node B over the radio interface and MAC layers
and thence on to the RNC on AAL2/ATM switched circuits (see below).

The MAC layer is responsible for mapping logical channels (including data
flows) into the transport channels provided by the physical layer. Logical
channels in UMTS (FDD mode) include:

» Common control channel (CCCH) — uplink.

Broadcast control channel (BCCH) — downlink.

« Paging control channel (PCCH) — downlink.

 Dedicated Control Channel (DCCH) — dedicated (to a single terminal)
transport channel (up and down link).

The MAC layer is also responsible for multiplexing/demultiplexing flows
from the user onto transport channels (that are similar, but fewer in number to
the logical channels—e.g.a BCH (Broadcast Channel carries the contents of the
BCCH). The MAC also handles priority handling of flows from one user —i.e.
allowing flows with higher priority QoS to have higher priority access to
physical channels.

The physical layer is responsible for transmission of data blocks: multi-
plexing of different transport channels (e.g. the P-CCPCH — Primary Common
Control Physical CHannel carries the BCH), forward error correction (error
coding) and error detection, spreading (with the CDMA code) and RF
modulation.

Much, much more detail on the UMTS CDMA physical layer can be foundin
Ref. 10. Logical and transport channels are covered further in Chapter 4.
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2.6.2 UTRAN Mobility Management
2.6.2.1 Soft Handover

The requirement to support soft handover in UMTS arises from the handover of
mobiles between base-stations. The boundary between the cells is not a clean
dividing line —by which I mean that when you are anywhere near the boundary
the ratio of received power from the two base-stations fluctuates quite consid-
erably over even a metre or so (at 2 GHz the wavelength is 15 cm). If you set the
handover threshold to be when the new base-station received strength ex-
ceeded the old base-station strength then the handover would be pinging back
and forth all the time. Now each handover “costs” in terms of signalling
messages and network processing time so, to avoid all the ping ponging, the
handover threshold is given hysteresis: once a handover has occurred the
relative signal strengths must change by 6dB, say, before another change is
made. Thisis fine for TDMA systems (like GSM) —wherethe interferenceisfeltin
distant cells that are re-using that frequency. However, in CDMA systems,
having mobiles operating at 6dB over their minimum power causes a lot of
interference — in CDMA systems all mobiles interfere with each other and
controlling and minimising transmit power is the key to increasing capacity. It
has been estimated that using the TDMA hysteresis scheme for handover would
reduce the efficiency of a UMTS system by 50%. The solution is something
called soft handover. In soft handover (Figure 2.15) the mobile receives
transmissions from several base-stations simultaneously. As the power — and
hence the error rate — from each fluctuates the mobile takes the received data
from each base-station and combines them to get a reliable answer.

Figure 2-15. CDMA soft handover. (Source: IP for 3G. Reproduced by permission of
© 2002 John Wiley & Sons Ltd.)



52

2.6.2.2

IP for 4G

It has been estimated that UMTS mobiles are in softhandover 50% of the time
and will be connected to several base-stations simultaneously.

For soft handover to work it requires that the frames from different base-
stations arrive at the mobile within about 20 milliseconds or so of each other.
Thus from the network split point they must be transported to the transmitters
with very tight control of delay and jitter. ATM gives this functionality as the
transport technology for the UTRAN.

Handover Types

As we have seen above in a CDMA system users are connected to a number of
cells —called the active set —and cells are added and dropped from the active
set on the basis of measurements made by the terminals and reported back to
the network. If the cells are served by the same base-station (Node B) then the
mechanism of adding/dropping cells from the active set is proprietary —i.e.
the standards do not specify how it shall be accomplished - this is softer
handover.

Now imagine that a user needs to connect to cells on a different RNC
(Figure 2.16). The original RNC — called the serving RNC — connects to the new
RNC - called the Drift RNC — via the |, interface. This interface has no
counterpart in GPRS or GSM and allows the UTRAN to deal with all handovers
independently of the core (this is required in CDMA because of the tight timing
constraints for soft handover and the need to add and delete cells from the
active sets rapidly). At some point the UTRAN decides that it should move the
SGSN to RNC connection from the Serving to the Drift RNC —a process called
SRNS (Serving Radio Network System) relocation. This is essentially a UTRAN
function and the result of the procedure is that the SGSN routes the packets to
the new RNC.

DRIFT RNC

Serving RNC

Figure 2-16. Change of RNC — intra-SGSN SRNS relocation. (Source: IP for 3G.
Reproduced by permission of © 2002 John Wiley & Sons Ltd.)
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If a user moves within the coverage area of a base-station (and RNC) served
by a different SGSN — then this requires the highest level of mobility manage-
ment — the Inter-SGSN/MSC SRNS relocation (we will concentrate on the
packet case). Figure 2.17 shows the situation both before and after SRNS
relocation. This is a complex procedure — involving the mobile, 2 RNCs, 2
SGSNsand a GGSN! Readers wishing to see the message flows and sequence of
events can look it up in 3GPP standard TS 23.060 (downloadable from

Before
Hand-over

After
Hand-over

Figure 2-17. Change of RNC — inter-SGSN SRNS relocation. (Source: IP for 3G.
Reproduced by permission of © 2002 John Wiley & Sons Ltd.)
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www.3gpp.org). One noteworthy point about this procedure in R99 is that it
incurs long delays in handing over packet connections. This has been fixed in
subsequentreleases of the standard. For circuit switched traffic moving to a new
MSC there is, of course, no gap in service.

UTRAN Transport

Withinthe UTRAN all user data transmission takes place over an ATM switched
network. Now ATM was originally conceived for fixed networks as a replace-
ment (or evolution) of the PSTN/ISDN to allow packet and circuit data with
varying traffic characteristics (constant or variable bit rate) to be multiplexed
onto asingle connection with guaranteed QoS performance. It was designed to
run over optical links with characteristically low error rates (Bit error rate less
than 10~?) and so had very light error correction. ATM controls delay and jitter
of traffic by carrying all the data inside 53 byte cells (fixed length packets).
Because all the cells are the samessize very efficient cell switches could be made
that could control the jitter and delay of the cells being switched. Typically
virtual connections would be set up through a mesh of ATM switches (an ATM
cloud) by rather slow signalling — hence the term permanent virtual circuits
(PVCs) — and voice/IP/video packets or frames or streams would be adapted,
using different ATM adaptation layers (AALs), to be segmented and reas-
sembled at the ends of the PVC. The AALs differ in how they segment/
reassemble higher layer packets and in the error checking and recovery
mechanisms that they provide.

In UMTS AAL2 is used for all circuit and packet data within the RAN whereas
AALS is used for signalling within the UTRAN and for transmitting the packet
data across the I,(PS) interface to the SGSN. AALS5 has very little functionality:
other than segmenting and reassembling packets into ATM cells; it provides
only a basic error check.

Why AAL2 is used for transport within the UTRAN can be traced back to the
particular requirements of CDMA operation and also the desire to support
multimedia traffic. 2G’s 64 kbit/s circuit switching technology is clearly
inefficient for bursty Internet type traffic — what is needed is a packet switching
technology that multiplexes together many users and uses less underlying (and
very expensive) bandwidth in the access network (i.e. the leased lines that
typically connect the UTRAN). The requirement from CDMA, as readers will
remember from earlier, was that in order to use spectrum efficiently a CDMA
system had to exercise very tight power control. This means that it has to
support soft handover — with terminals connected to several base-stations
simultaneously. More importantly the combination of signals takes place at
layers 1 and 2 and the signals need to arrive within 10 msec or so of each other
for correct combination. RNCs need to be able to setup and tear down
connections to Node Bs and other RNCs to add and remove cells from the
mobiles active set (of cells it is in contact with). This set up needs to be
accomplished rapidly — within 100 msec or so. Finally, the desire to transmit
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voice, pretty essential for any mobile network, meant that only small packets
could be used in the access network. The total delay for a voice call should not
exceed about 100 ms. At 12 kbit/s, allowing 20 msec for forming a packet —the
packetisation delay — gives a packet size of 240 bits or 30 bytes. An ATM cell
carries 48 bytes (compared to an IP packet typically 1500 bytes — which is one
of the reasons why Voice over IP — VolIP — is inefficient). The AMR (adaptive
multi rate) speech coders used in UMTS networks typically produce a variable
bit rate — for example they don’t code silence — so a constant packetisation
delay requires variable length packets. When the coder is only producing 4bit/s
| need smaller packets than when it is producing 14 kbit/s — for the same
packetisation delay.

From these requirements, along with the need to provide QoS, a new ATM
adaptation layer — AAL 2 — and its associated switching and signalling proce-
dures has been developed for the UMTS radio access network. AAL2 allows
variable length packets and multiplexes several connections onto a single ATM
Virtual Connection. AAL2/ATM is used to carry all the user data — packet and
voice—overthe UTRAN —the packet data only being converted back to AAL5 at
the RNC. The needto multiplexmany different, variablerate, traffic sources onto
asingle ATM VC was the reason for choosing AAL2. Essentially the key part for
UMTSwasthe development of signalling and switching of AAL2 circuits. A very
comprehensive review of AAL2 for UMTS is given in Ref. 11.

UTRAN QoS

When a user wishes to make a call or send packets then control signalling for
this first passes to the MSC/SGSN. In the packet case there must be a PDP
context active — so that the terminal has an IP address and the GTP tunnel id is
allocated. However the PDP context does not install any state within the
UTRAN and so each time packet transfer or a connection takes place radio and
UTRAN bearers (see Figure 2.7) must be allocated. The SGSN/MSC signals
the UTRAN with the required QoS attributes and these may either be granted,
re-negotiated or declined. The control protocol (RANAP) used between the
SGSN and RNC is described in the next section.

QoS provision within the UTRAN is quite complicated and can be broken
down into air interface and RAN parts. In a well designed network the air
interface will be the major bottleneck — where most congestion and QoS
violation will take place. A Radio Resource Management (RRM) function that
is distributed between the terminal, base-station and the RNC controls QoS
over the radio link. RRM consists of algorithms and procedures for the
following:

e Admission control;
e Power control;

» Code management;
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* Packet scheduling;

e Handover.

In a CDMA system the common resource consumed as more users are
admitted to the system is interference to other users. As users transmit progres-
sively more power then the higher the bit rate or lower the error rate that they
can achieve —but at the expense of causing higher interference to all other users
within the cell and in neighbouring cells (in W-CDMA it is mostly same cell).
The RRM system must ensure that, even after admitting a new connection or
packet stream, the overall interference will be low enough to satisfy both the
new and existing QoS requirements. Typically UMTS will run at about 50% of
its maximum capacity to ensure stability.

CDMA codes are managed by the RNC — in the downlink channelisation
codes must be allocated to each user (so that the spreading code is the cell
scrambling code x channelisation code). The codes for each user must be
orthogonal (i.e. have no correlation when multiplied together). Inthe uplink the
scrambling codes are used to separate users and channelisation codes to
separate data and control channels from a single user. All these codes are
allocated/de-allocated and managed by the RNC.

Packet scheduling takes place each time a user or a base-station has
packets to transmit (other than very small amount of data that can be
transmitted on the random access channel). A request is made to the RNC
and only admitted if resources are available. These requests can be queued —
and how they are treated depends on the allocation/retention parameter and
used by the RNC when deciding how to allocate resources when faced with
new QoS resource requests. The idea here is that operators can offer different
priority levels for resource allocation — even for users who have requested the
same QoS. As an example | might be a gold user (business class) — for which |
pay a large subscription and which results in an appropriate allocation and
retention policy entry in the HLR against my name. When | want to transmit
some packets a request arrives at the RNC and is treated with the respect it
deserves! — i.e. it goes to the head of the request queue and even if no
resources are available it causes lower priority users — such as bronze
(economy class) — to have their resources reduced. In real terms, | get to
make my important VolIP call to the chairman of selectors at Lords and some
impoverished student loses half the bandwidth of his video download of
Coldplay - as it should be!

The allocation/retention parameter is complex and contains information on:
priority, pre-emption capability, pre-emption vulnerability and whether the
request can be queued. The resource scheduling algorithm, located inthe RNC,
is not specified by 3GPP and is vendor implementation specific. The final reply
from the RNC is either success/failure or failure due to timing out in a request
queue.

One proposal for a practical, flexible way of providing QoS to users for
Internet services is the concept of services classes so this is a sub-division of the
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background traffic class. Let us assume we have three classes — gold, silver and
bronze. Each class offers a certain group behaviour to users of that class. An
example would be:

» Gold users always get requested bandwidth — regardless of interference,
congestion or radio degradation (unless they themselves are already using all
the available resources).

» Silver users have an elastic bandwidth but the service is better than that
experienced by bronze users who get the equivalent of a best effort service.

« Bronze users get “bog all”.°

Of course different operators will operate different QoS schemes and the
standards do not specify exactly how QoS is achieved or implemented in
UMTS —just how it is signalled across the interfaces. In practice today QoS is
only used to allocate resources to CS calls and then share what is left between
users of mobile broadband which has only a background class associated
with it. Some MNOs separate data and voice by using one carrier for voice
and others for data.

The radio bearer is also responsible for mapping the appropriate class to the
correct error correction mechanism. Conversational services tolerate little
delay and need forward error correction (redundancy added to the transmitted
frame) as opposed to backward error correction (re-transmission of corrupted/
lost frames) which causes delay.

Handover in UMTS is handled by the RRM. As we have seen earlier this
includes softer handover (when handled within a base-station) and soft
handover — where the terminal has an active set of base-stations that it is in
contact with. The RRM decides when base-stations are added or deleted from
the active set — sometimes this is suggested by the terminal but the network
always has control of this process.

UTRAN Signalling

The signalling across the lu interface (from SGSN to RNC) is provided by
RANAP — Radio Access Network Application Part. RANAP is responsible for:

 Radio Access Bearer set up, modification and release;

Control of the UTRAN security mode;
» Management of RNC relocation procedures;

 Exchanging user information between the RNC and the Core Network;

© Contribution from a top researcher in BT's Network Lab!
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« Transport of mobility management and communication control information
between the core network and the mobile. (The so called Non-Access
Stratum(NAS) information — such as PDP context management and IP
address— that does not concern the UTRAN);

* Set up of GTP tunnels between the SGSN and the RNC.

From the RNC to the terminal the Radio Resource Controller (RRC) (see
Figure 2.14) sets up a signalling connection from the user equipment (UE) to the
RNC. This covers the assignment, re-configuration and release of radio re-
sources. The RRC also handles handover, cell re-selection, paging updates and
notifications.

CDMA2000 Packet Core Network

cdma2000 is another member of the IMT-2000 family of 3G standards and has a
North American origin. Originally there was cdmaOne — which utilised the IS-
95A CDMA air interface and an ANSI-41 network (ANSI-41 is another, GSM-
like, network of base-stations, base-station controllers and specifies the proto-
col used to signal between them). CdmaOne was launched in Hong Kong in
1995 and is now widely used for voice and low bit rate data in the Far East and
North America. The first upgrade to cdmaOne was a new air interface —1S-95B
with data rates up to 64kbit/s being offered by some operators. Basic cdma2000
1X is designed to be backwards compatible with cdmaOne, offers twice the
voice capacity (inthe same spectrum) and data rates up to 144kbit/s. Beyond 1X
cdma2000 there are a number of revisions (0/A/B) that have been standardised
and will be described in Chapter 4. EVDO (Evolution Data Only) offers higher
downlink data speeds and Rev.A even higher data speeds — all the details are in
Chapter 4 — but | am telling you this to make sense of the statistics below.
According to the CDMA development group (http://www.cdg.org/) there are:

» 250 commercial operators;

¢ 99 countries;

e 246 commercial 1X networks;

» 28 1X networks in deployment;

e 82 commercial TXEVDO Rel. 0 networks;

* 53 1XEVDO Rel. 0 networks in deployment;

e 24 commercial TXEVDO Rev. A networks;

* 30 1XEVDO Rev. A networks in deployment;

* 400 400 000 CDMA2000 subscribers (3Q 2007);

e 83 000 000 CDMA2000 1xEVDO subscribers (3Q 2007).
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Figure 2-18. PCN —Packet Core Network architecture. (Source: IP for 3G. Reproduced
by permission of © 2002 John Wiley & Sons Ltd.)

The packet core network (PCN) of cdma2000 is shown in Figure 2.18 —the CS
part (not shown) is simply corrected to an MSC and HLR as in UMTS —because
the operation of this is very different to UMTS.

Much like UMTS this includes a radio access network (and all the concomi-
tant issues of soft handover) as well as a PDSN (Packet Data Service Node) —
roughly equivalent to a SGSN. The major difference between the PCN and
UMTS is inthe way that mobility management is handled. In UMTS, as we have
seen, this is handled in the HLR and uses SS7 signalling —the PCN, however, is
based on Mobile IP (MIP) — an Internet mobility concept.

MIP has been developed in the IETF because operating systems and applica-
tions are not always tolerant to a change of IP address. Although XP, for
example, allows a change of interface and access technology (e.g. Ethernet to
WLAN) the time needed for a handover is often 30 sec or so. Some applications
(mostly client-server) such as web browsing and email survive the change.
Others, such as ftp, fail (smart ftp can be used) and real-time applications (VolP
and video) always freeze.

In MIP the home agent (HA) — which receives all packets sent to a users
home address. When the user is roaming on a foreign network it is allocated a
care-of address by a foreign agent (FA) (a software process that sends out
advertisements and responds to requests for addresses). The roaming terminal
then tells its home agent what its care-of address is and when packets arrive,
addressed to the home address, the HA tunnels them —using IP in IP tunnelling —
to the FA. The FA decapsulates the packets and sends them on the mobile
user using a layer 2 address (remember the FA and mobile are on the same
subnet). Packets from the mobile to correspondent host (CH) can be sent



60

IP for 4G

directly — since they have a destination address that routers can use directly.”
This is MIP — and the great beauty of it is that it does not require any change to
existing routers, routing protocols or existing IP stacks that are not mobile-
aware. The best analogy is the postal one already described in tunnelling — |
send my letters (packets) to your home address and your mother (home agent)
puts them in a new envelope (encapsulates them) addressed to your college
address (care-of address). When the letters arrive you (acting as a foreign agent)
tear open the envelope and find the original letter inside. You keep in touch with
your mum by separate letters (signalling) that include notification of your new
address (registration) and your mum knows it is you because she recognises
your handwriting (authentication!). All these functions are present in MIP.
The PDSN acts as a foreign agent — providing care-of addresses to mobiles and
decapsulating IP packets tunnelled from the HA. The link from the PDSN to the
mobile is made using PPP (point to point protocol) — PPP is more familiar from
dial-up networks where it provides encapsulation and error protection from
computers to the NAS (network access server). The radio interface between the
RN and PDSN has two channels — one for data and the other for signalling. The
signalling comprises standard MIP messages (registration request, registration
reply) plus two additions — registration update and registration acknowledge.
Terminals, therefore, have to run a cdma2000 special IP stack — containing the
non-standard MIP code. MIP does nothing to provide mobility in the radio
network and, since this must support soft handover, this is not based on IP but
rather ATM. Basically the additions to the standard MIP framework are:

» The use of an AAA (Authorisation, Authentication and Accounting) server;
 The packet data related RADIUS attributes;
e Use of the PDSN node as the FA.

The AAA (Authorisation, Authentication and Accounting) server is a standard
IP server carrying details about subscribers and is used to authenticate users and
check that they are able to use the requested service; in this respect it is
performing a similar role to the HLR in UMTS. It also stores and forwards
accounting information — usage data records generated by the PDSN.

The PDSN acts as both a mobility anchor and operates as a RADIUS client in
forwarding authentication details towards the appropriate AAA server. The
RADIUS protocol — Remote Authorisation Dial In User Service — has been
extended to carry additional attributes specific to cdma2000 —typically session
status, differentiated service class options and accounting attributes.

7 Many real-life systems don’t allow this because the “from” IP address does not belong to the
domain from which the node is sending —rather it is the home IP address of the node. Firewalls often
block packets sent with such IP addresses because IP address spoofing isa common technique for all
sorts of security attacks on networks. The solution used by MIP is reverse tunnelling — where the
packets from the mobile node are tunnelled back to the home agent and then sent to the CH.
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A typical MIP registration in cdma2000 would comprise:

» Amobile roams to a new network and sends a request for service to the base-
station, the base-station checks for existing links and then forwards the
request to the PDSN.

» The mobile negotiates with the PDSN using PPP and sends its id and security
data to the PDSN.

» The PDSN uses the id to locate the home AAA and places the security data
into a RADIUS request.

* If the home AAA authenticates the user the PPP link is finally established.

e The mobile node then solicits for a FA — the PDSN responds with an
advertisement showing available foreign agents.

» The mobile creates a MIP request and obtains a FA care-of address.

» The mobile forwards its care-of address — probably securely — to the HA
which creates a tunnel for any incoming packets.

If the mobile moves from the area of one base-station controller to another,
and they are both connected to the same PDSN, then the PDSN is able to
associate the mobile with the old PPP state —this is an intra-PDSN handover. If
the mobile moves into the area covered by a new PDSN then it has effectively
roamed to a different foreign network and must establish a new PPP connec-
tion, obtain a new care-of address and register again with its HA.

TD-SCDMA

As was mentioned in the introduction the Chinese have developed a Time
Division-Synchronous Code Division Multiple Access system. This is a TDD
system — using the same frequency block for up and downlinks which brings
with itanumber of advantages. Firstly, operation in small spectral bands (as low
as 1.6 MHz) is possible. Secondly, the up/down splitis flexible —meaning that if
much moretraffic is downloading web pages and files then more of the capacity
canbeallocatedtothat. Finally, TDD systems are better suited to smart antenna
techniques we will meet in Chapter 5 on WiMAX. TD-SCDMA also uses a
combination of TDMA and CDMA to separate individual users. Uplink
transmissions are synchronous (the “S” in TD-SCDMA) — meaning each
terminal is tightly time controlled by ranging — which (as will be explained
in Chapter 4) means the uplink codes are orthogonal and interfere less (in
cdma2000 and UMTS they are not synchronised).

Ithas been said (e.g. http://en.wikipedia.org/wiki/TD-SCDMA) that the main
reason behind the initiative is to avoid the heavy patent costs associated with
other 3G technologies.
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2.9 Conclusion

3G was conceived in the late 1980s to meet the “martini” vision — commu-
nications “anytime, anyplace, anywhere”. However, the 3G concept has
undergone radical changes since then — the satellite component, the B-ISDN
and the fixed mobile convergence ideas have all been removed. The industry —
operators and manufacturers — have also chosen an evolutionary route for 3G
core networks, leveraging their extensive investment and research in 2G net-
works. The reasons for this include the runaway success of 2G voice networks —
to the point where costs are now rivalling fixed-line operations for voice traffic.
GSM and other 2G technologies were the products of a tight standardisation
process — where complete, integrated, solutions were specified by means of
interfaces. This process has also been adopted for 3G-standardisation.

In sharp contrast the air interface(s) chosen are revolutionary and the
decision appeared to be, to many neutral observers, a political fudge that
allowed five different standards to be called 3G. The nature of CDMA, requiring
soft handover support, and the need to multiplex variable rate voice and
multimediatraffic has also led to the adoption of the transport technology of the
1980s — ATM — for the radio access network.

Whilst 3G has been moving through the standardisation process a second
great revolution, after 2G mobile, has been unfolding —the Internet. Nowadays
nearly all data transmissions, and an increasing number of voice calls, are
encapsulated within IP packets before leaving the end terminal. IP services
have grown rapidly, with email, browsing and countless business applications
built on IP technology.

Of course 3G has been very slow to take off and where it has been deployed the
bulk of the traffic has been voice and messaging. In Chapter 4 we will look in depth
at the service side of 3G since launch as well as seeing how the decisions during
standardisation and its general non IP approach have held it back during a time
when fixed broadband has exploded and the Internet has become all-pervasive.
We will then see how updates to the standards are tackling some of these issues.
However, first we must look at another technology that is all-IP, offers up to
100 Mbit/s and can be had for free on most high streets — Wireless LANS.
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Chapter 3: Wireless LANs

3.1 Introduction

WirelessLANs—whichincludesallthings labelled WiFi—areeverywheretoday.
If you buy asmartphone or PDA the chances are it has WiFi capability. If you've
bought a laptop without WiFiin the last few years then you were done. And woe
betide you if you haven’t gota home WLAN network with all your family able to
roam the furthest wilderness of the garden whilstbookingticketsto Alaska. Even
games consoles, likethe Nintendo Wii, now demand a WiFi connectionto keep
uptodate. Andthenthereareall those hotspots—awhileback atongue in cheek
survey suggested that most Americans thought a WiFi hot spot was what you got
whenyou came home drunk smelling of perfume. Now you can’tmove in many
US coffee shops for students, writers and professionals with forests of laptops.
Wireless cities — with free or low cost wide area coverage — are springing up
everywhere from Philadelphiato Amsterdam to Lancaster. Industry analysts are
questioning whether WiFi will be the death of cellular mobile data (Ref. 1).
This chapter starts off gently looking at these and other applications in more
detail. Along the way a number of issues are identified that are clearly causes for
concern of users and operators of WLANS. In particular power consumption on
WiFi-enabled handsets is awful (7-20 hours standby is typical!). Quality of
Service is non-existent — when you are sitting in a hot spot making that
important Voice over IP (VoIP) call and a group of students come in and start
downloading the latest music and your call is ruined. Even more worrying —
when your family is booking those airline tickets to Alaska what is to stop your
neighbour downloading pornography over your DSL line via your WLAN?
In order to understand why WLANs have all these issues it is necessary to
delve into the technicalities of how they work — which I have tried to do by

IP for 4G Dave Wisely
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-51016-2
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comparison with a fixed Ethernet. The chapter then surveys the types of WLAN
available — with a handy guide to the “alphabet soup” of IEEE working groups
and standards. This allows a discussion and comparison of proposals and
initiatives to improve WLANS in areas like power consumption and security.

Finally, the chapter asks key questions about the commercial aspects of
WLANs. Will WLAN coverage grow to the point where it is a serious rival
to Cellular mobile data? Will everyone be using a WiFi-enabled phone in
five years? Will Wireless cities actually make money for somebody? With the
advent of higher capacity Cellular data through HSDPA and femtocells (see
Chapter 4) these are really difficult questions to assess. And what will happen to
WLAN:Ss if mobile WiMAX networks become common place — after all, WiMAX
hasbeenreferred to as “WLAN on steroids” (Ref. 2) —won'titjustreplace WLAN?

Applications of WLANs

WLANSs are not new — they appeared in the 1980s and were actively being
researched by the author in the early 1990s (Ref. 3). Figure 3.1 shows a (now
very cumbersome looking) integrated laptop with: Infra red short range com-
munication (home made); WLAN (external card) and Cellular data (an analogue
phone strapped on!). The big problem was that most equipment was proprietary
and would not interwork — a Cisco card failed to recognise a Motorola Access
Point, for example. In 1990 the Wireless Ethernet Compatibility Alliance
(WECA) was established to test and ensure interoperability — endorsing the
now familiar WiFi (Wireless Fidelity) logo to equipment that passed (WECA
have now become the WiFi Alliance — Ref. 4). Now WiFi is totally synonymous
with WLANSs and the terms are (effectively) interchangeable.

Figure 3-1. The author with an early integrated WLAN/Cellular Mobile/Infrared Laptop
(Ref. 3). (Source: Author. Reproduced by permission of © Dave Wisely, British Tele-
communications plc.)
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Figure 3-2. Typical hot spot locations. (Source: BT. Reproduced by permission of
© British Telecommunications plc.)

Hot spots (Figure 3.2) — public places with commercial WiFi available like
cafes and hotels — are probably the most visible manifestation of WiFi interop-
erability. There were reported to be10 507 hot spots in the UK in the first half of
2006 —a 35% rise on two years earlier (Ref. 5). In Europe the total was 69 000
with 69% growth. Hot spots are mostly found in: cafes, hotels, pubs, airports,
restaurants and train stations — Figure 3.3 shows the location of the 12 000

Figure 3-3. BT WiFi hotspot locations. (Source: BT. Reproduced by permission of
© British Telecommunications plc.)
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reported BT Openzone capable hot spots in the UK and some affiliations
(although only 2000 or so are actually owned by BT the rest are mostly owned
by The Cloud - a hot spot network operator with several wireless ISPs running
over the top). To access a hot spot you can either have a regular subscription
(e.g. BT offers 500 min for £10/month — July 2008) or pay by the hour or day
(20 pence per minute).

WiFi is big in the consumer space too —many DSL broadband ISPs are now
offering a free wireless router for new subscriptions. A wireless router is able to
shareasingle DSL connectionto anumber of wireless and fixed PCs—Figure 3.4
shows the BT Home Hub — along with a VolP phone that can be used to make
free orlow cost calls over the Internet. Interesting the phone connects tothe hub
using DECT (the standard digital cordless phone technology). The BT home hub
is part of a battle for “ownership” of the broadband customer whereby ISPs are
trying to move beyond mere “commodity bit carriers” and offer higher value

Figure 3-4. BT Home Hub (author). (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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Figure 3-5. Access points advertised on British buses (Author’s team). (Source: BT.
Reproduced by permission of © British Telecommunications plc.)

services. BT has recently launched an IPTV service called “Vision” that
connects to the BT home WLAN hub.

WLANSs are also starting to appear on transport — with trains around the world
slowly being upgraded for WLAN — Figure 3.5 shows that buses in the UK are
starting to be equipped with them. In the UK more than a dozen train lines now
have WLANSs with, for example, WiFi having been launched on Heathrow
Express early in 2007 (Ref. 6). WLAN have also been installed on some aircraft
(Lufthansa) and are being developed by Boeing as the primary way of offering
in-flight entertainment, voice calls and Internet access (Ref. 7).

Wireless cities are springing up everywhere. BT is currently installing WiFi in
12 (and later 20) UK cites including: Leeds, Cardiff, Westminster, Bognor Regis,
Birmingham and Newcastle. More widely many US cities (Philadelphia,
Seattle, San Francisco) and European (e.g. Amsterdam) and Far Eastern cities
boast WiFi networks. Between them the geographic extent and degree of
coverage within that area varies very considerably as does the cost to users.
Some (particularly in the US) offer a basic free service — whereas others are
available to subscribers of existing WLAN services (such as BT’s Openzone) or
on a day/hour basis. In London there are multiple competing systems with
wholesale WLAN supplier The Cloud launching a mesh WiFi network across
the square mile of the business district:

“Customers will be able to take a taxi from one side of the square mile to the other
and maintain a WiFi connection at all times”, Owen Geddes, director of business
development, told Total Telecom — Ref. 8.

Most of the wireless cities are meshed — meaning that only a small fraction
of the access points are directly connected to the backhaul - the rest connect
to gateway nodes using WLAN (sometimes on different channels or fre-
quencies to avoid interference). Figure 3.6 shows the mesh concept as
applied to BT Wireless Cities. In this case the phone boxes are the gateway
nodes and various items of street furniture — such as lampposts — are the
meshed nodes.
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Figure 3-6. Mesh WiFiused in Wireless Cities. (Source: BT. Reproduced by permission
of © British Telecommunications plc.)

There are many other applications of WLAN — in particular VolP (voice
over IP) WiFi phones that can be bought at most computer stores or even
supermarkets.

However — it is not all roses for WLANs and analysts reckon that very few
players (outside of the equipment suppliers) have made any serious money from
WLAN:Ss. For the next section the following quote from my 7-year-old son: “dad,
do you want the bad news or the really bad news?” — seems very apt.

WLAN Compared to Cellular

Isituseful to compare a shortrange system like WLAN to a wide area system like
3G or GSM? Well | can offer two reasons for this. Firstly, that some people see
WLANSs growing in range and coverage (possibly with the help of WiMAX) to
challenge cellular systems for traffic and customers and cellular becoming the
technology of last resort when no WLANSs are available. The proponents of this
view suggest millions of access points (one in most homes and businesses) to
cover a country like England. Secondly, WLANs are evolving to be more like
cellular systems — with additions for things like: QoS, security and mobility. In
the meantime cellular systems are becoming more like WLAN —with nano and
pico base-stations and now femtocells (Chapter 4) being developed that cover
WLAN:-like areas inside the home/office.

Table 3.1 provides a (non exhaustive) comparison of the two. It is obvious
that many of the differences stem from the respective standards bodies that
gave rise to the two technologies. WLAN were specified and standardised by
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Cellular Mobile

WLANs

Coverage

Speed

Cost

Terminals

Battery Life

Sign on

Security of
wireless traffic

More or less continuous
Each base station can reach
100m — 10km

Low to middling (0.1-2 Mbit/
sbit/s — 2008 measurement in
London with 3G and HSDPA)

Latest (July 2008) UK charges
(see Chapter 7 for details)

are £15/month for mobile
broadband from Vodafone for
3G byte/month on 3G.

Large range of handsets. PDAs
and PC cards available

Excellent — up to 200 hours
standby

Strong security with
SIM card - almost impossible
to gain unauthorised access

Strong encryption of traffic
and sign-on data

Limited to 10-50 m around an
access point. Very high density of
access points needed for
continuous coverage

Can be very high (5-25 Mbit/s) for
an isolated access point but other
users drastically reduce thisas can
small packets (required for VolP)
BT current prices are: 500 min for
£10/monthor4000for£25/month,
20 p/minPAYGor24hoursfor£10.

Mostly PC laptops, PDAs, a few
cellular/wireless handsets
available.

Poor—7-10hours standby on dual
WLAN/cellular handsets with
WLAN turned on

Weak security — with name and
password. Simple to gain accessto
many access points. (But note this
is a deployment choice and could
be improved)

Weak or no encryption of traffic in
hot spots but technology capable
of high encryption levels.

Quality of Circuit switched traffic offers No QoS mechanisms and no

service end-to-end guaranteed admission control
bandwidth. IP traffic
prioritised with admission
control and QoS classes
(e.g. VolP, video, WWW and
background)

Mobility Full mobility with support Basically nomadic support with
for handovers and fast handovers limited to enterprise
moving terminals systems with Access Points

connected to a switch. Supports
terminals at modest speeds
(50 mph)
Interference Managed within the system Many causes outside the control of
and controlled by the operator  the access point operator (could be
other users on same channel or
other systems — e.g. video senders
orexternal—e.g.microwaveovens).
A serious problem for WLANSs
Table 3.1. A comparison of Cellular mobile and WLAN' (as in most hot spots today).
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Cellular Mobile WLANSs
Spectrum Exclusive use of licensed bands.  Licence-exempt spectrum — used
Frequency use planned and by other systems and subject to
monitored. strict power output rules.
Frequency use random and
unplanned. Limited number of
channelsavailable.(Moreat5GHz)
Services Voice and SMS Mostly Internet and VPN (Virtual

Private Network - connection to
Enterprise Intranet). Some music
downloads but limited voice.
IEEE

predominantly — some data

services — WWW browsing and

music download, limited TV
Standards Body 3GPP and 3GPP2

Table 3.1 (Continued)

the IEEE, as was noted in Chapter 2. Cellular mobile was mostly the work of
3GPP (and 3GPP2) these bodies tend to be dominated by mobile industry
giants and produces specifications for complete solutions that encompass all
aspects of the system. The IEEE, however, reflects a computer, IETF, beard and
sandals type approach to standardisation. WLANSs, as specified by the IEEE,
are only ever part of the story — much more needs to be added to make them
comparable to Cellular Mobile (e.g. billing, routing, security after the access
point, mobility support, QoS). Table 3.1 gives a comparison of cellular
mobile with a typical WLAN hot spot today.

All of these differences can be traced to the original design intentions of
WLAN - as a wireless version of Ethernet — and the design philosophy of the
IEEE. The next section will explore these with a (limited —you will be relieved to
hear) description of how WLANs work at a nuts and bolts level. Then the
chapter will continue with a look at how various bodies are adding to basic
WLAN functionality as they evolve to be more like cellular systems.

How WLANs Work

This is a good time to recall the OSI/IP layer model (Figure 3.7). The good news
is that WLANSs are only specified at the physical layer and part of the data link
layer. The rest — IP routing, session control etc. is outside the scope of WLANs
and sits above them. This initself is actually one of the reasons why security and
QoS on WLANSs is hard —since these are clearly needed end to end and so an IP
or higher layer solution needs to interface to the WLAN capabilities (if any). We
willtackle WLANSs in the order MAC layer and then PHY layer—mainly because
all the problems with WLANs mostly relate to the MAC layer. The PHY layer is
really about the transmission of bits across a link — modulation, error coding,
interleaving and so on; they vary in performance but are not the key to the
nature of WLANS.
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Figure 3-7. IP stack— WLANs (IEEE) only specify the MAC and Physical layers. (Source:
Author. Reproduced by permission of © British Telecommunications plc.)

MAC Layer

The MAC layer is the most important aspect of WLAN behaviour — controlling
how:

Different terminals gain access to the radio to transmit;

* Lost packets are discovered and dealt with;

Terminals discover access points and register/authenticate with them;

IP packets are fragmented;
e Terminals are addressed and identified;

 Data is encrypted and QoS is (or not) implemented.

InWLANSs the link layer control (LLC) has minimal functionality and the MAC
more or less interfaces to the IP layer directly. As we will see there can be
multiple WLAN hops and access points can be connected by Ethernet (or
WLAN) and offer layer 2 handover. However the basic model is that the IP
packets are accepted by the MAC layer for transmission and then appear at the
destination terminal/access point.

The most important function of the MAC is the sharing of the radio channel
between competing stations (i.e. terminals and access points). The simplest
sharing scheme (for radio spectrum or a common wire, say) was invented in
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Figure 3-8. Throughput as a fraction of the maximum network capacity versus traffic
load (fraction of maximum capacity) for ALOHA (lower trace) and CSMA (upper trace).
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommunica-
tions plc.)

Hawaii in 1971 when scientists (mad or not) were offered a small amount of
spectrum and wanted to use it to pass packet messages between a number of
islands. They discovered that the simplest way to share the spectrum was to
transmit immediately when you had a packet ready to go. If two stations
transmitted at the same time then a packet collision occurred and the packet
was lost but this was catered for with a positive acknowledgement (ACK) sent
back from the receiver to the transmitter for every correctly received packet - if
the ACK was missing then the transmitting station simply sent the packet again.
Figure 3.8 shows the throughput of this ALOHA protocol as a function of the
network load. As would be guessed it works very efficiently at low traffic loads —
when collisions are rare, but falls off as the load increases.

Far better at high loads is a scheme called Carrier Sense Multiple Access
(CSMA) —which essentially says that a station with a packet to transmit must first
test to see if the medium (radio spectrum or wire, say) is being used: if not then it
can transmit immediately and if it is busy then the station must wait until it is
free. Figure 3.8 shows the greatimprovement that this brings at higher loadings.
Collisions still occur — when a station starts to transmit it takes a finite time for
this transmission to propagate to other stations. If one of these stations tests the
medium during this time it will find it free and start to transmit —and a collision
will occur. The “cost” —in terms of lost capacity — of a collision depends on the
time wasted transmitting during the collision. As an example the maximum size
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Figure 3-9. Ethernet collision defection. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

of WLAN packet is about 12000 bits — at 10 Mbit/s that is 1.2 ms lost — so
50 collisions a second cost 60 ms or 6% of the maximum capacity. Figure 3.8
shows that the maximum throughput — with a number of stations and random
traffic — is about 60% of the capacity achievable between two isolated stations
transmitting one to one.

In wired Ethernet there are two further refinements. Firstly, transmitting
stations monitor the wire to determine if a collision is taking place by testing
ifthe signal onthe wire corresponds to what they are transmitting. If a collision is
detected then the transmission of the packet is stopped immediately and a
“jabber” signal sent to indicate a collision (see Figure 3.9). This procedure can
save a lot of bandwidth — collisions can be detected and signalled in only a
fraction of the transmission time of maximum length packets. The second
refinement in Ethernet is that when a collision occurs then the stations colliding
execute a back-off procedure —essentially rolling dice to determine the length of
timethey have to waittore-transmit. In Ethernet this is called binary-exponential
back-off: After a collision stations randomly back-off from 1 to (2" — 1) slot times
(512 bits) withn =1 initially and increased to n = 9 if further collisions occur up
to a maximum wait of 2'® — 1 (53 ms). Six more collisions are allowed (16 total)
and then the frame is dropped. This scheme is called CSMA/CD (Carrier Sense
Multiple Access with Collision Detection). Figure 3.10 shows that the through-
put of CSMA/CD can reach 90% under heavy load and is a great improvement
on CSMA because, although collisions still occur, they are less costly.

WLANs — and other radio systems — however, are not able to use CSMA/
CD. On a wire the signal from a remote station is pretty much the same
strength as it was when it was transmitted and collisions can easily be
detected. In a radio system the received signal from a remote station is
typically 60 to 80 dB down (i.e. 6 to 8 orders of magnitude smaller) than your
own transmitting power. If you are listening to a channel as you transmit you
will never detect such a faint signal against the back drop of your own
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Figure 3-10. Throughput of: CSMA/CD (Ethernet) (Top trace); Hiperlan (a WLAN-
second trace); CSMA (Third trace) and Aloha (bottom trace). (Source: Author. Repro-
duced by permission of © Dave Wisely, British Telecommunications plc.)

transmission. However, a station between you and the remote transmitter will
hear both signals more or less equally and a collision will occur. The solution
for WLANs is a scheme called CSMA/CA —Carrier Sense Multiple Access with
Collision Avoidance.

In CSMA/CA (Figure 3.11) a station is able to transmit if the medium is free
for more than a specified time — otherwise it must wait for the medium to
become free (the CSMA bit). After this it must wait a random amount of time
(the back-off) period — which will be (more than likely) different for different
stations waiting to transmit (otherwise they all pile in when the medium is free
and cause a multiway collision) — this is the CA part. If two stations — by
random chance — chose the same back-off then there is a collision. This is
detected by the lack of a positive ACK from the receiving station — then a
larger back-off maximum is chosen.

For 802.11 WLANS the actual MAC used is called the Distributed Control
Function (there is actually another one —the Point Control Function- which is
specified but has not been implemented). Figure 3.12 shows DCF in more
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Figure 3-11. Carrier sense multiple access with collision avoidance (CSMA/CA) — note
the ACK is not shown (see Figure 3.12 for the detailed view!). (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

detail. The wait period before the medium is deemed free is called the DIFS
(DCF Inter Frame Space) and the back-off time is given by:

e Back-off time=[0, CW] * SLOT;
» Collision Window — CW — varies from CW,,,;, to CW, .o« (Integer values);
* After a successful transmission CW is reset to CW i,

o After a collision CW e, =2*(CWg g + 1) — 1.

If, during a back-off, the medium becomes busy then the station suspends the
back-off and waits for the medium to become free. It then continues the back-
off fromthe value it had reached when it was suspended. The ACK is sent after a
time SIFS —the Short Interframe Space. This ensures that the ACK is transmitted
before any station waiting with data. The different parameters of the MAC layer
are different for different PHY layers — as an example these are the settings for
802.11b:

DIFS =50 ps;

SIFS=10ps;

o CWonin =31, CWynax = 1023;

e Min back-off =670 us, max back-off 20 ms;
SLOT = 20 ps.

Figure 3-12. Detailed view of CSMA/CA as implemented in the DCF (Distributed
Control Function) in 802.11 WLANs. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)



78

IP for 4G

Figure 3-13. Hidden node problem in WLANSs. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

There is one further refinement that is needed in WLANs (and more generally
in radio systems) to tackle the (dreaded) “hidden node” problem. Figure 3.13
shows how this comes about — Node A is trying to transmit to the access point
and listens carefully to see if the medium is free (CSMA) it is too far from B to
detect B’s transmission and so — even if B is merrily transmitting (to the access
point or anyone else for that matter) — Node A senses the radio channel is free
and transmits. At the access point, however, transmissions from both A and B
interfere and Node A never receives an ACK for the packet sent. Node A then
assumes a collision and listens again to the medium —which it again senses as
free and transmits again ... as you can imagine, with many nodes all with
varying degrees of radio connectivity, the result is chaotic, packets are lost and
the CSMA/CA performs badly.

The solution adopted by 802.11 MACs is shown in Figure 3.14. Instead of
just sending the data packet, Node A sends a special management packet —
Request To Send (RTS). This is specifically addressed to the access point and
gives the size of the data packet that A intends to send If the access point
senses the medium is free (i.e. B is not transmitting) it then returns a Clear
to Send. Cunningly this is sent after the short interval SIFS — to pre-empt any
stations hearing the RTS and then starting to transmit because they think the
medium is clear — remember they must wait a minimum of DIFS (> SIFS). The
CTS contains information about the packet length A is about to send and is
heard by B (since it is sent by the AP) and causes B to update it Network
Allocation Vector (NAV - a sort of map of when the radio channel is being
used) which causes it to wait as if the medium was busy.
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Figure 3-14. RTS/CTS used to avoid the hidden node problem. (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

The good news is that all 802.11 systems use exactly the same MAC' —the
bad news is that the MAC is so entrenched, so cheaply optimised in silicon,
that it has proved very resistant to change and evolution. As we shall see
below the MAC is simple and robust but does not offer security, QoS or
support power saving. It also gives very poor performance with VolP due to
packet overheads and can perform badly in dense radio environments where
multiple systems are in operation. However, when you are struggling to book
those tickets to Alaska at 10 kbit/s at the bottom of your garden and thinking
about suing PC World for selling you a system with 54 Mbit/s on the label
spare a thought for the original designers of the 802.11 system in the 1980s.
All they wanted to do was create a wireless version of Ethernet. There was no
need for QoS, security, handover or power saving as the “target scenario” was
a small office with fixed PCs — hardly anyone had laptops in those days and
VolP had not been thought of. For its original intention the 802.11 MAC is an
excellent solution. For a wireless city trying to emulate a cellular mobile
system the MAC lacks functionality. But before we can delve deeper into
these shortcomings and their possible solution there is a bit more work to do
on MAC and then a consideration of the PHY layer.

Atypical application of WLANs is where an access pointallows a number of
terminals to access a fixed network infrastructure — such as in the home for
Internet access or office for Intranet access. In this case (called Infrastructure
mode) the AP has a special status and it, along with all the terminals
communicating with it are called a Basic Service Set (BSS). In a BSS the
access point broadcasts the name of the WLAN — the Service Set Identifier

! Not strictly true — 802.11a does not have backwards compatibility.
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IP Packet

2 2 6 6 6 2 6  0-2312 4 Bytes length

Frame [Duration [ Address [ Address | Address [Sequencel Address | Frame
Control ID 1 2 S Control 4 Body

CRC

56 16 8 8 16 16 Variable Bits Iength

Synch SFD Signal | Service | Length | CRC MPDU

1Mbit/s DBPSK  2Mbit/s DBPSK 2, 5.5, 11, 54 Mbit/s

PPDU

Figure 3-15. 802.11 MAC data frame. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

(SSID). When a terminal (“terminals” covers a multitude of devices such as
Laptops, PDAs and WiFi phones but they are referred to as “stations” in the
standards—thisstrikesmeasabitarchaic) isfirstswitched on orcomesinrange
of an AP then its WLAN client goes through an authentication procedure:

» WLAN client listens for access points within range.
« Client searches for APs with SSIDs matching those set in driver software.
« Client sends an authentication request to the AP.
AP authenticates the terminal.
» Client sends association request to AP.
» AP associates with the station.
e Terminal can now access the Ethernet that the AP is attached to.
There is more about authentication and security later in the chapter but it is
importantto look at MAC functions over and above the transmission of packets.
Firstly, it is responsible for addressing — every WLAN (and indeed fixed
Network Interface Card) has a globally unique 48 bit address assigned (burnt
in the silicon) when it is manufactured. In 802.11 there is provision for
stations to relay packets at layer 2 —i.e. the next layer 2 hop might not be the

final layer 2 destination. This leads to the presence of 4 48 bit addresses in
every data frame® (Figure 3.15). The other important point to take from

2 The need for four addresses arises if you have a layer 2 network (e.g. a mesh). There are the original
and final destinations but in addition you need the addresses of the next hop and of the last hop. In
practice WLAN meshes are constructed, addressed and routed at the IP layer but the capability of
doing this at layer 2 is retained in the MAC.
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Figure 3.15 —although we are jumping the gun a bit—is that the header of data
frames is sent at a lower rate (1 or 2 Mbit/s) than the MPDU (MAC Protocol
Data Unit) (up to 54Mbit/s). As we shall see later this leads to a situation
where these packets cause the medium to be sensed busy much further than
data can be transmitted.

There are many other types of frame —for control there are RTS/CTS and ACK
that were introduced above and also for management such as beacon,
authentication and association frames.

WLANSs - History and the Physical (PHY) Layer and IEEE
802.11 Groups

WLANS are TDD (time division duplex) systems — using a single chunk of
spectrum for uplink and downlink (Access Point to terminal) transmissions. In
fact—thereis noreal concept of up and downlink—as faras MAC transmission is
concerned —the access point has no special or privileged status to other users on
the same channel. Compare this to base-stations in cellular systems that are in
complete control of radio resources performing admission control and only
allowing transmission opportunities (e.g. time slots) to terminals when the
required QoS levels can be met. As the description of the MAC above shows
WLANSs use Time Division Multiple Access (TDMA) to share access to the radio
spectrum between different terminals.

Worldwide 802.11 WLANSs are specified to operate in the 2.4 GHz ISM Band
(Industrial Scientificand Medical) —this is 75 MHz of spectrum that can be used
for unlicensed radio systems that conform to a number of rules, the most
important of which is that maximum transmit power is typically100 mW
(20 dBm) in most countries. This is the reason that WLANs have such a feeble
range when compared with cellular systems — 3G base-stations, for example,
put out 60 W or so and 3G phones up to 1T W —and 3G receivers are up to five
times more sensitive than their WLAN equivalents. As far as 802.11 WLANs
are concerned each channel occupies 20 MHz so there is room for only three
independent channels. However, there are actually 13 (11 in North America)
channels specified but these overlap considerably —the section below looks at
the level of interference for systems on adjacent channels — this is shown in
Figure 3.16.

In the original WLAN specification — known as 802.11 (with no letter
following — as explained below) used frequency hopping to spread a TMB/s
data rate packet within the 20 MHz channel or a Direct Sequence Spread
Spectrum (DSSS) for 2 Mbit/s. The IEEE released the 802.11 standard in 1997
but most equipment from different manufacturers was incompatible until the
formation of WECA in 1999 and the start of WiFi compatibility testing.

802.11 was superseded in 1999 by 802.11b - higher rate WLAN — which
offeredratesof 1,2, 5.5 and 11 Mbits rates in data packets (but notinthe headers
which were fixed at 1 or 2 Mbits/s as were the control packets — as shown in
Figure 3.15) using Direct Sequence Spread Spectrum techniques. Note this is
just a way of spreading the signal over a full 20 MHz — at 1 Mbit/s it would
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Figure 3-16. The ISM band allows only three independent 802.11 WLAN channels.
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommunica-
tions plc.)

occupy 1 MHz or so without spreading. The point of using the full channel is to
give much better resistance to external interference. In the case of the ISM band
interference might be from other, non WLAN systems, remote WLANs on
adjacent channels or microwave ovens — which operate at 2.4 GHz. Without
frequency hopping or DSSS real world system performance would be
unpredictable.

More recently — and certainly if you have bought a WLAN laptop or access
point in the last three years or so — you will have an 802.11g system (in North
America a very similar system is called 802.11a — this is described below but
offers the same data rate).

802.11g operates in the ISM band on the same channels as 802.11b and
offers a much higher maximum data rate — 54 Mbit/s headline rate — using
OFDM (Orthogonal Frequency Division Multiplexing — this will be described
in Chapter 5). OFDM is well suited to WLANs — as we noted above a WLAN
channel is 20 MHz wide but unpredictable spectral components of this can
have very heavy interference or be in deep fade. OFDM has the merit of
dividing up the channel into hundreds of sub-carriers and is able (through
coding or link adaptation) to effectively only use those that have good
propagation characteristics and ignore those that are in fade or are suffering
interference.

WLANSs are also specified to operate in unlicensed frequencies between
5 and 6 GHz around the world. In North America the 802.11a system uses
OFDM in 20 MHz channels to offer rates (depending on signal and interfer-
ence) of: 54, 48, 36, 24, 18, 12, 9 and 6 Mbit/s. 802.11a has 12/13
nonoverlapping channels but this is being extended by many countries into
the B band (see below) of 5.47 to 5.725 GHz — this will add another 12
nonoverlapping channels —i.e. 8 times the capacity available in the crowded
ISM band.

In Europe the 5GHZ is complicated — essentially there are three different
bands each with different power limits and regulations.
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e 5150-5350 MHz Band A

—60 mW indoor use (200 mW with DFS and TPC)
e 5470-5725MHz Band B

—200 Mw for indoor use — 802.11a permitted
e 5625-5725 MHz

—1W indoor and outdoor use (with DFS and TPC)
e (5725-5875MHz) Band C

— Fixed Wireless Access

— Light regulation

In two of the bands Dynamic Frequency Selection (DFS) and Transmitter
Power Control (TPC) are required. DFS means that the terminal or access
point has to scan for other users (typically military radars or other non
WLANSs) and then choose an unused channel. TPC requires WLANs to
transmit with reduced power when they are close together or radio condi-
tions are good - to reduce the overall level of interference to other (non
WLAN) users of the bands. ISM band and 802.11a systems have no power
control —they continually operate at full power — something that contributes
to the poor battery life of WLANs phones and laptops. In Europe and Japan
5 GHz systems with DFS and TPC are specified as 802.11h. Unfortunately,
these systems have been under discussion for five years and — although
implemented in some chip sets — are basically unused today. Some of the
reason is the extra cost involved but mainly it has been the lack of perceived
need for anything other than ISM systems.

Table 3.2 provides a comparison of WLAN types to round off this section.
Also included are Bluetooth (which is not a WLAN) and Hiperlan/2 (Ref. 9)
which was an advanced WLAN standardised by ETSI in the late 1990s — it was
very advanced with QoS and other features but was a commercial failure due to
the rise of 802.11 WiFi products.

WLAN 802.11a 802.11b  802.11g Hiperlan/2  Bluetooth

Carrier 5GHz 24GHz 2.4GHz 5GHz 2.4GHz

Channel Bandwidth 20 MHz 22MHz  22MHz 20 MHz 1 MHz per

Channel

Max Physical rate Up to Up to Up to 72 Mbit/s 1 Mbit/s
54Mbit/s 11 Mbit/s 54 Mbit/s

MAC CSMA/CA  CSMA/CA CSMA/CA  TDMA/TDD TDMA/TDD
RTS/CTS ~ RTS/CTS RTS/CTS

Frequency OFDM DSSS OFDM OFDM FHSS

Selection

Modulation BPSK QPSK QPSK  BPSK QPSK BPSK/QPSK GFSK
QAM QAM 16 QAM

Cell Radius (Typical) 50m 100m 40m 30m 10m

Table 3-2. Comparison of WLANS.
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3.5 Performance of WLANSs

As an example of how careful you need to be in looking at headline rates for
WLAN throughput itis, perhaps, useful to go through an example of real-world
performance. Suppose you were an IT manager for a bank and the finance
director said he had read an article about voice over the Internet and almost fell
off his chair when he compared the cost of mobile phone usage on the dealing
floor with Internet prices. He has decided the trading floor will use Voice over IP
and has already purchased 100 WiFi only phones and a low-cost account at
Skype — he wants you to install a WLAN to support this. So you go to the local
branch of PC World and have a look at what is on offer — the bank has a high
speed wired Ethernet and so all you need are some access points. A typical
802.11 b access point costs £30 and claims to offer 11 Mbit/s and a range of
30 m. Is 11 Mbit/s enough? Well suppose half the dealers are using the phone at
one time —and even fixed phones only use 20 Kbit/s —that means the maximum
throughput you’ll need is 1 Mbit/s (50 phone calls at 20 Kbit/s) — so even with
1 Mbit/s each way you’ll have plenty of bandwidth to spare. What do you
think — will it work?

Figure 3.17 mightbe a useful guide at this point—it shows how the throughput
of 802.11b varies with the size of the packet being sent for two isolated stations

Figure 3-17. — WLAN throughput (802.11b) with different sizes of IP packet load —
measured (lower trace) and simple theory (upper trace). (Source: BT. Reproduced by
permission of © British Telecommunications plc.)



Chapter 3: Wireless LANs 85

\ Data frame \ \ ACK |
DIFS PHY MAC Data SIFS PHY MAC
Overhead Overhead payload Overhead Overhead

Figure 3-18. 802.11 Frame structure (with RTS/CTS turned off). (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

with no interference and traffic in one direction only (i.e. ideal conditions). The
first thing to notice is that the maximum throughput — as measured by a real
application (i.e. not including TCP, IP and MAC layers headers or PHY layer
error coding) is only 6 Mbit/s. The next most striking point is the very alarming
fall-off of throughput as the packet size is decreased —falling to under 1 Mbit/s
for packets of 100bytes (800 bits). Finally notice that the measured throughput
suffersadipat 1472 bytes (11,776 Bits) —the maximum size of IP packet that can
be carried in MAC frame. Bigger IP packets are broken up into a maximum size
packet and a small “off cut” that is sent in a small frame by itself — this explains
the measured throughput efficiency falling in Figure 3.17 for packets over
1500 bytes.

So what causes this precipitous loss of efficiency for small packets? In a
word — overheads! When an IP packet is transmitted it must be:

» Fragmented if it is over 1472 bytes long;

» Formed into a MAC data frame (see Figure 3.15) —which contains 366 bits of
other information that is not part of the IP packets (address, versions type,
synch signal etc.);

» Formed intoaPHY layerframe —with more overheads including error coding
bits.

When the PHY frame is ready to go the station must wait the minimum time
to see if the medium is free (DIFS)? — it then transmits the frame and waits for
the receiver to send back the ACK (which will only happen after the shorter
inter frame gap SIFS). Figure 3.18 shows the whole sequence and how the
actual time spent sending data can be quite small. Coming back to the
example of VolP the key network parameter is the total delay — the time from
me saying “hello” to the complaints department at Network Rail hearing it.

* Fromwhatwas said earlier you mightthink the transmitting WLAN could just send the packet if the
channel was deemed free —this is true but after a successful transmission the terminal must then wait
DIFS plus a random back-off before using the channel again - this is called the “post-back-off” and
ensures there is at least one back-off gap between data frames — it also allows other terminals a fair
chance to access the channel.
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The longer the delay the lower the quality of the voice (think of the old
satellite links for phone calls where you almost had to say “over” to indicate
that you had finished talking!) Low levels of packet loss, especially with
advanced voice coding, are much less important. Variations in delay, called
jitter, can be taken up with buffers — but again these add to the total delay.
Typically a maximum delay budget for voice is 100-150 ms — before the
quality is perceived to fall off alarmingly (by 400 ms you need to say “over”).
Many things contribute to delays but one contribution is from the packetisa-
tion delay. This is the time it takes to collect the data into a packet — the voice
bits arrive in a constant stream but need to go out in packets and so the first bit
must wait for this packetisation delay until a packet’s worth of bits have been
produced. There is a trade-off with packet size — the larger the packet the
more efficiently it will be sent over the WLAN, but the longer the packetisa-
tion delay will be. Allowing 20 ms at each end for packetisation is generous
and, for a speech codec with a rate of 20 kbit/s (say), a 20 ms packetisation
time yields packets 400 bits long. At this size the throughput will be much less
than 1Mbit/s for 802.11 b systems and if you installed one access point in the
bank you may well be looking for another job. In fact most real-life systems
manage three calls on 802.11b (such as BT Fusion — which adds security
overheads as well) oreightto 10 calls on 802.11 g. The next section looks at a
number of potential solutions forimproving voice efficiency over WLANs but
itis fair to say that today there is no standardised solution that can be bought
off the shelf and that interoperates between manufacturers.

WLAN Network Coverage

The next area that needs consideration is coverage — how far can you expect it
to reach? Figure 3.19 shows some simple tests made in a typical office
environment.

Figure 3.19 represents the absolute maximum throughput and was made
with two isolated stations transmitting in an interference free area. This and
other measurements (Ref. 10) show that a number of generalities on WLAN
coverage can be concluded:

Throughput is less than half the headline rate for all 802.11 systems —even in
ideal conditions:

802.11a and 802.11g coverage falls off much more rapidly with distance
than 802.11b.

« Solid walls tend to cause a significant (10dB or so) loss.

* 5 GHz systems have the shortest range and fastest fall-off.

There are “dead spots” in many hot spots — caused by local shadowing (e.g.
a metal filing cabinet).



Chapter 3: Wireless LANs 87

Figure 3-19. Throughput vs distance (m) in a typical office environment. 802.11a
(top trace), 802.11g (middle trace) and 802.11b (lower trace). (Source: BT. Reproduced
by permission of © British Telecommunications plc.)

In general WLANS can reach about 30 m indoors but manage much better
outdoors with 100 m or more possible in ideal conditions. However, the
range of a WLAN is comparable to a 3G Femtocell (see Chapter 4) —the latest
in a line of ever smaller base-stations from macro to micro to pico (hotel) to
nano (small office) and finally femtocells that are designed to cover a house.
Femtocells emit about 20 mW, compared to 50-100 mW of WLANSs for a
similar range — reflecting the more sensitive receivers of cellular phones. As
was noted earlier, cellular base-stations put out 60 W or so and that it is the
main reason why cellular systems have a significantly greater coverage.

WLAN can also be used for longer range, point to point, links. These can
cover over 1km or so by adding directional antennae to the transmitter and
receiver. However, it is very easy to exceed the EIRP — Equivalent Isotropic
Radiated Power — limit for WLAN — essentially if you transmit 10 mW in 1srad*
then the EIRP is about 120 mW (i.e. 10 mW *4n) and over the limit of 100 mW.

Interestingly there was a study inthe UK (Ref. 11) about increasing the power
of WLANSs. Powers of up to 10 W were considered — using both modelling and
trials (with suitable licences from the Radio Communications Agency!). The
results for an urban area with a mix of public and private WLANs in homes and
offices showed that in areas where WLANSs were sparse there was an advantage
to increase power to 600 mW and that resulted in an overall increase in

* Steradian—measure of solid angle. Think of afootball - divide the area into about 12 equal areas—
maybe you have one of those balls with the black and white hexagons on? —each 1/12 of the area
subtends a solid angle of 1srad at the centre of the football.
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coverage and throughput. However, when there was a high density of WLANs—
10to 25% of houses—then increasing the power only increased the interference
and reduced throughput and coverage. The problem was the lack of indepen-
dent channels (3) and that WLANs were deployed without any frequency
(channel) planning. This topic is picked up again in the section on interference
below.

Improving WLANSs

In the IEEE there are a great many working groups looking at WLAN —this is the
largest of the IEEE standards area and has more participants than any other
technology. Many groups have completed producing a standard (such as
802.11a,802.11b and 802.11 g) —but many are still active and these are listed
in Table 3.3. Inthe next section a subset of the whole “alphabet soup” of 802.11
will be discussed. Some of the completed standards — such as 802.11 h the
Japanese/European operation at 5 GHz — have been completed but may never
become productised. Others, such as 802.11e on WLAN QoS have been
(partially) endorsed by the WiFi Alliance and are beginning to make their way
into chip sets. Still others — such as 802.11n high rate WLAN using multiple
antennae — are not yet standardised but have given rise to so called “pre-
standards” products —these offer performance advantages but are not interop-
erable. Here the discussion will concentrate on groups looking at enhancing
WLAN:Ss for: Security, QoS, higher speed, interference mitigation and adding
cellular-like capabilities (paging, idle mode and handover).

e 802.11k — Radio Resource Measurements;

e 802.11m-802.11 Accumulated Maintenance Changes;

e 802.11n — High throughput wireless systems beyond current 802.11b/g/a
systems;

e 802.11p — Wireless Access for Vehicular Environments;
e 802.11r — Fast Roaming;

e 802.11s — Mesh Radio;

e 802.11t — Wireless Performance Prediction;

e 802.11u — Wireless Inter-working with External Networks (e.g. 3GPP/Wi-
MAX/Fixed etc.);

e 802.11v — Wireless Network Management;
e 802.11w — Protected Management Frames;
» 802.11y — Contention Based Protocols.
Table 3-3. Current 802.11 Task Groups (TGs).
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3.8 Security

There are two main types of WLAN access points on offer — firstly, all-in-one
units that act as DSL modems and IP routers and offer services such as DHCP as
well as WLAN connectivity. Secondly, are more limited access points—with no
modem and which can be plugged into existing Ethernets. Straight out of the
box most WLAN access points can be plugged into an Ethernet or DSL and they
offer absolutely no security whatsoever.” What does “no security” mean in the
context of WLANs? Well firstly it means that anyone with a WLAN-enabled
laptop can connect to the access point — they are effectively connected to your
network in exactly the same way as if they had connected with an Ethernet
cable. Given thata WLAN access pointin a typical house can be accessed from
neighbouring houses and that specialised equipment (enhanced receivers and
transmitters) can be used to access enterprise WLANs from beyond security
fences thatcan be a serious threat. Secondly, it means thateven if hackers don’t
wantto connectto your network they can read all the traffic on the WLAN. That
mightinclude password to websites, the contents of emails and so on—basically
any trafficthat is notencrypted by some higher layer—like secure sockets in web
browsers.

A “friend” of mine used to connect to his neighbour’s WLANSs. He could see
three WLANSs from his lounge, two of which were completely unprotected. On
one network he was able to access the Internet, print documents and look in
shared folders on a computer connected to the home network — you have been
warned! This is an offence and somebody in the UK was recently prosecuted for
this.®

At BT Adastral Park — a site of about a square mile with many buildings and
4000 employees—when WLANS first appeared people were plugging them into
the Ethernet backbone and creating a serious security issue. BT security soon
moved in and were then seen in the following months with monitoring
equipment trying to detect unauthorised WLANs onsite and walking along
the perimeter of the campus. The problem was eventually solved by introduc-
ing an official WLAN (with strong security) and draconian penalties for
plugging in anything else.

There are a number of ways to protect WLANs which offer increasing levels of
security. The first possibility is to hide the SSID — the WLAN identifier (BT
Openzone, Dave’s House, Linksys (default) etc.) —that is broadcast by the access
pointin beacon frames. Terminals can only authenticate with an AP if they know
the SSID butthis is basically useless as it can be found using suitable tools. One of
the best tools for detecting WLANS is Netstumbler (Ref. 12) —which is capable of
providing a great deal of information on WLANS in the vicinity.

® This is becoming less common in 2008. For example most home hubs (WLAN router-modems)
supplied by ISPs (e.g. BT) all have security as standard.

© Two people were arrested and cautioned for this in the UK in 2007 — see http://news.bbc.co.uk/1/
hi/england/hereford/worcs/6565079.stm.
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The next level of security — in terms of complexity and usefulness is MAC
address filtering. You will recall that every WLAN chipset has a fixed, globally
unique, 48 bit MAC address. Most access points offer the ability to filter a set list
— either a white list (allowed) or a black list (banned). This can be useful to
exclude casual hackers — | have used this where a single access point had to
serve a variety of terminals (MAC, Windows XP; Old Windows 2K laptop with
PCMCIA card; Wii; WLAN camera) — I simply could not get higher security (like
WEP — see below) to work with all these various devices. However, | wouldn’t
recommend itif you need serious security as MAC address spoofing is relatively
simple. There are many utilities that can be used to set the MAC address sent out
by various WLAN chip sets to any desired value. All a hacker would need to do
isto passively identify the MAC address of a station on the white listand use that
to gain access to the WLAN. Also there is no encryption of the traffic and no
mechanism to prevent malicious hackers from injecting traffic. This is far from
an academic point—imagine you are in an auction (on line or on the phone) and
at the moment of denouement — as the hammer comes down — a hacker send a
de-register message to the access point — that is that — your connection
terminated for at least two minutes!

The first “serious” WLAN security technology is WEP — Wired Equivalent
Privacy (Figure 3.20). Introduced in 1999 WEP uses secret keys — manually
entered in all terminals and access points — of length 40 or 104 bits (known as
WEP2). WEP works by combining the key with an Initialisation Vector (V)
(24 bits) to generate a bit sequence as long as the data to be protected and
XORing the two to produce an encoded payload (this is called a stream cipher
and uses an algorithm called RC4 — Ref. 13). In theory WEP allows only
terminals that have the key to authenticate with access points, encrypts data
traffic and prevents injection of packets.

However, WEP is seriously flawed. WEP can be passively cracked in a few
hours by anyone able to capture all the traffic on the network — even a
modest laptop and suitable software “available on the Internet for free” will
do. My “friend” referred to above was able to crack the WEP key from a well-
known ISP’s standard issue WLAN router after three days continuous
recording of his neighbour’'s WLAN - the amount of time varies with

IV Base Key Plaintext data

|

|
—| Ciphertext data
~ 1

N\

WEP Key Stream Cipher

Figure 3-20. WEP key encryption process. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)
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network use and algorithms are known (Ref. 14) that give a 50% probability
of 104 bit key recovery in a minute on an 802.11g network running at full
speed!

So what is wrong with WEP? Firstly, the big issue is the use of the IV —this is
sent in the clear (i.e. unencrypted) with the encrypted data. In addition there
are a number of packets in which much of the content is well known and fixed
(such as ARP — address Resolution Protocol — used to link MAC and IP
addresses together). So the hacker has: part of the key, the unencrypted data
and the encrypted data. This (slowly) allows the discovery of the hidden key.
Things are speeded up greatly when the 1V is reused — it is supposed to change
for every frame butin practice always starts from O at a reset and it is also quite
short and “rolls-over” very quickly on busy networks. The more Vs collec-
ted —the quickerthe “crack” (some Vs are also “weak” in that they are known
to lead to the key very quickly).

So WEP will always be cracked by a determined hacker — whatever key you
chose — and 104 bits is not anything like 2.5 times better than 40 bits! The
problem is exacerbated by the fact the WEP key is the master key and serious
code-breakers know that you never use your master key directly — instead you
use it to derive temporary keys and change them frequently. This is part of the
solution defined by the 802.11i working group (now complete). | would not
recommend WEP for enterprise use — it might be OK to protect your home
network but monthly key changes and regular monitoring of traffic and
connected users might be advisable. If in doubt — upgrade to the next level
of security.

The 802.11i standard was complete in June 2004. Previously the WiFi
Alliance had introduced a sub-set of the 802.11i standard — and this was
endorsed and marketed as WPA (WiFi Protected Access). This fixed some of
the issues with WEP — in particular the introduction of temporary keys but
has now been superseded by WPA2 (also known as RSN — Robust Security
Network) which is a full implementation of the 802.11i standard. WPA2
works in a fundamentally different way to WEP and can offer very strong
network protection and encryption — as strong as cellular mobile, for
example.

One of the major innovations in 802.11i is the use of three-way authenti-
cation. A protocol called 802.1x (another IEEE group) allows minimal access
from the terminal to the access point to allow the terminal to authenticate
itself to a remote server (Figure 3.21). A protocol — called Extensible
Authentication Protocol (EAP) —is then used to transport the actual authenti-
cation protocol (of which there is a very wide choice based on: name/
password; certificate; SIM card and fixed keys). Once the terminal has
authenticated itself to the server (which has a pre-existing security associa-
tion with the access point — i.e. they “trust” each other) then the server
validates the terminal to the access point and access is allowed. The AP and
server might be part of an Enterprise network, forexample, or the server might
belongto an ISP and the AP a network provider. This means that access points
don’t have to make security decisions — all the authentication and security
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Figure 3-21. 802.11i components in the authentication of WLAN terminals. (Source:
Author. Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

policies etc. are centralised and can easily be changed. Strong security can
also be provided in a way that each AP could not — with a SIM, for example.

At the end of the three-way exchange the terminal, access point and
authentication server have established a trust relationship between them-
selves — with the advantage that the terminal now knows the access point is
“genuine”. In addition a pairwise master key is derived by both the access
point and terminal (but never transmitted over the air). This key lasts for the
whole of the session the terminal is associated with the AP and so, to further
minimise the chance of its detection, it is used to derive a pairwise transmit
key (PTK) that lasts only a limited time.

WPA2 is superior to WEP because the keys used to encrypt each frame can be
longer (the master key might be short but this is not used directly — it might also
be very long as in a certificate), the keys are changed frequently and a much
improved encryption algorithm (AES) is used. Altogether, WPA2 is considered
as strong as that in cellular systems in principle.

There are two different versions of WPA2 — an enterprise version which
operates with a remote authentication server as shown above and a consumer
version that incorporates the authentication function into the access point. In
the consumer version a fixed key (the pairwise master key) is entered in the
access point and all the terminals. WPA2 is so secure that hackers now use a
dictionary attack on this key — i.e. try thousands of common words (don’t use
Dave!). Most APs offer a small algorithm for creating a long random key and you
should always use this. With a long random key WPA2 is considered uncrack-
able (today at least!).

In the enterprise there are many different EAP versions that use passwords or
certificates and some that are proprietary (such as Cisco’s LEAP). In general
WPA2 is slowly being introduced in some enterprise systems. Here at BT



3.9

Chapter 3: Wireless LANs 93

Adastral Park, for instance we have two WLANs systems. One uses WPA2 but
the other uses a higher layer security mechanism based on Virtual Private
Networking (VPN) —these are established end-to-end and encrypt all traffic sent
overthem. Similarly public WLAN hot spots don’t use WPA or WEP buta higher
layer (browser hi-jack) technique. This is further elaborated in the next section
on roaming. Most consumer access points/routers/modems now support WPA
(2)=butthis is not always compatible with existing clients and drivers —updates
are available but many people have not installed them.

Roaming

When you go abroad today and switch on your mobile phone at your
destination the chances are it will just work. In fact what is happening is that
the phone is detecting a number of networks and attempts to authenticate to
them in turn until one succeeds. The actual authentication is done by the home
network —the MISDN (see Chapter 2) (a number unique to the SIM) —allows the
visited network to identify the home network and secure signalling is estab-
lished to allow the SIM application to authenticate itself. The commercial side
of roaming for GSM — how records of calls are made and inter-operator
payments made — is mostly handled by the GSMA (GSM Association — a club
of GSM operators worldwide).

In contrast WLAN roaming is at a much earlier stage of development. | was
in the Gare de Midi in Brussels the other month — killing time until my train
after an EU project audit — and wanted to check my email. Now | have
business and home BT Openzone accounts and vouchers from T-Mobile and
a couple of other well-known hot spot operators. When | fired up my laptop |
could see six WLANs networks — none had useful names and | had no idea if
any of them was a roaming partner of a network for which I had an account or
a voucher. In the end | tried them in order and the third one was unsecured
and free and so | used that! That story rather sums up WLAN roaming today.
The other major issue is cost — with BT Openzone roaming charges varying
from 5 to 20 p/min.

Whilst operators like BT have gone to great lengths to secure roaming
agreements (over 20 000 compatible hot spots worldwide at the last count)
the actual mechanics and user experience has some way to go to match the
GSM experience. Firstly, the way most hot spots work isto “hijack” the browser.
Access points allow users to associate with them and gain an IP address but a
firewall prevents any network access other than for web browsing. However,
when they request their home page an application layer gateway (a web server
proxy) sends back the hot spot operator’s splash screen and no further access is
possible until a log-in has taken place (Figure 3.22). This is the first roaming
issue —the name/password format of different operators varies enormously and
accommodating roaming partners on a splash screen is not always possible (in
Openzone there is a drop down selection). Secondly, the name does not
identify the operator — in Openzone | am 12283283787 and T-mobile dave.
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Figure 3-22. BT Openzone splash screen. (Source: BT. Reproduced by permission of ©
British Telecommunications plc.)

wisely... The next issue for WLAN roaming is how to authenticate roaming
users — currently the most common way is for the home operator to email the
roaming partner a list of name/password combinations that are eligible for
roaming! That just about works when the only service you are selling is Internet
access but for services such as voice, video and music download there has to
be the concept of a user-profile with details about services the user has
subscribed to. With most commentators expecting the price of basic Internet
access to continue to fall (probably to nothing!) operators increasingly need
“sticky” services and value-add — things that require customer profiles, pres-
ence information and so on. Finally roaming usually entails payment of some
sort — tricky today when some operators charge by the Mbyte and some by the
hour. Tomorrow, however, when VolP and video streaming are the big WLAN
services (say) then WLAN roaming will need some of the subtlety of GSM
roaming (call barring, roaming charges, home control, short dialling codes on
roaming and so forth).

Figure 3.23 shows the WLAN roaming test-bed that the author’s lab is
working on which incorporates a trial of WLAN roaming using EAP back to
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Figure 3-23. Seamless roaming — test-bed at BT. (Source: BT. Reproduced by permis-
sion of © Dave Wisely, British Telecommunications plc.)

a AAA server here in Martlesham. The trial is part of the work of the Fixed
Mobile Convergence Alliance (FMCA) and you can read more about this at
http://www.thefmca.com. The user experience for WLANS in the trial is very
similar to the SIM/GSM roaming experience — networks are automatically
selected and authentication is carried out back to the home AAA server without
user intervention. The security is strong and could be used for additional
services such as e-commerce.

Looking beyond WLAN-WLAN roaming is 3G-WLAN roaming which is
covered in the chapter on convergence (Chapter 6).

Quality of Service (QoS)

When talking about quality on WLAN it is useful to distinguish between
scenarios. If your WLAN access point keeps crashing then you could say QoS
for you is poor. Similarly if you use your WLAN to access popular websites in
the evening then the response might be slow — but no slower than for a fixed
connection because those sites (or the links to them) are overloaded. If you have
a leaky microwave oven then you might find your wireless data rate falls when
your spouse heats up the milk. These are all things that can affect QoS in the
wider sense but what | want to concentrate on here is QoS in a narrow sense:
the access point is working, there is no interference, but there is (say) 50% more



96

IP for 4G

traffic than the WLAN can take — or a mixture of real-time (voice, video say) and
nonreal-time (WWW, email, downloads etc.). That, incidentally, is the big
issue with IP QoS in general. If the network is only loaded 50% or less then you
don’t really need QoS - you are effectively over-provisioning. When the
network is loaded from 50% to (about) 200% then a QoS scheme is useful —
it can differentiate between users and types of traffic and can give priority to
real-time traffic. When the network is more than 200% loaded then it is just
overloaded and no QoS scheme really helps — what you need is more
bandwidth! Of course load is not static — networks tend to be loaded only for
short periods of the day. (A bit like driving into Cambridge — there is a QoS
scheme —it’s called bus lanes and traffic light priorities (actually | have heard it
called quite a few other things!!). In truth it doesn’t work because outside the
rush hour you can drive around the city without any real delay but at rush hour
the whole place locks dead and nothing moves — the only solution being to
increase capacity which is politically unacceptable!).” Much the same has
happened to the Internet with many applications working quite happily
without QoS most of the time but also periods when the network is unusable.
This is not helped by the fact that capacity has been doubling every 18 months.

So, given thisslightly negative view of IP QoS, what is the role of WLAN QoS?
Well I think there are a number of reasons why a WLAN QoS scheme would be
useful. Firstly, WLANSs are not really used for real-time services (particularly
voice) today and these are the services that suffer most when WLANs are
overloaded (although thatis changing). Secondly, ingeneral, the wireless linkis
the bottleneck in a network. Fixed network capacity tends to double every
18 months (it pretty much follows Moore’s law). Wireless spectrum usage
efficiency tends to double about every five to seven years — so | think the
wireless hop will always lag behind (remember that even 802.11g only offers
5Mbit/s total throughput with mixed traffic). It is also true that protocols such as
TCP perform very badly over wireless links — lost or delayed packets can signal
to TCP that congestion is taking place and cause flows to slow down. Wireless
links — with unpredictable losses and delays to packets — can cause TCP to
assume network congestion is taking place even when the wireless link is well
under full capacity.

Most QoS scheme must involve changes to the MAC and PHY layers to
provide differentiation between different types of traffic or different users.? If an
end-to-end solution is needed then an IP layer QoS solution (such as DiffServ or
IntServ — Ref. 15) would be needed as well as a standard mechanism for
mapping the IP layer QoS to the MAC layer mechanisms for the wireless hop —
Figure 3.24 shows WLAN QoS as a component of a complete solution —readers
wanting more detail might consult Ref. 15.

7 To be fair not everyone agrees with this “petrol-head” point of view!

8 Itis possible to treat each AP as an IP router and provide an IP layer solution. However, this would
not be subject to IEEE standards (they only cover the MAC and PHY layers) and would rely on all
terminals to be upgraded for WLAN QoS.
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Figure 3-24. WLAN QoS solution in the context of IP QoS. (Source: BT. Reproduced by
permission of © British Telecommunications plc.)

There are a number of schemes that have been developed for WLAN QoS but
the most important — and the only one now likely to be used in anything other
than proprietary products — is the work of the 802.11e group. This group has
modified the 802.11 MAC layer to add two different sorts of QoS support —in
these schemes the PHY layer is unchanged. It is obvious from the MAC
description earlier that it was designed as a wireless version of Ethernet —
working well when the traffic is bursty and mostly composed of “large” (i.e. max
length) packets and that no applications that needed delay and jitter control
were being used. If we have an access point (say) and six terminals transmitting
a mixture of applications (voice, video, www, download etc.) then when the
traffic gets towards 50% of the capacity of the wireless link, the delays and jitter
starts to rise. This is because collisions start to happen, terminals use the back-
off procedure (which is more or less random) and the sequence in which
terminals get access to the medium is also pretty random — a terminal sending
only voice packets might get three opportunities to transmit and then miss out
on the next 20 “lotteries” for the right to transmit. In the end, of course, the
opportunities totransmitare shared more or less equally but the delay and delay
variation can be quite considerable in these circumstances.

In addition the throughput is not shared equally under such circumstances.
Hereisan example: there are five stations and an access point—four are sending
maximum length packets (say 10 000 bits) and one is sending 100 bit packets
(voice). If the total throughput is 5.01 Mbit/s then all stations will get 100
transmission opportunities per second but the throughput will be 10 kbit/s for
the voice station and 1Mbit/s for the others. This might not matter if 10 kbit/s is
adequate for the voice traffic but if a 64 kbit/s codec was being used the quality
would be very poor (a higher level application might detect this and use a lower
codec — such a scheme is described in Chapter 6).

The other issue with the 802.11 MAC is that it is a FIFO (First In First Out)
queue system — if a voice packet arrives at a WLAN client after three data
packets then it must wait for them to be transmitted first. There is also the uplink/
downlink unfairness problem — because there are lots of terminals trying to
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transmit up and only one base-station transmitting down. The MAC treats them
all equally (they all have the same random chance of transmitting) — meaning
that in a busy network with lots of uplink traffic this can get priority over
downlinktraffic thatis coming through the access point. The solution is to make
the access point special in some way —e.g. making it a master and the terminals
slaves that transmit in slots allocated by the access point.

The 802.11e standard introduces a new MAC mode the Hybrid Coordina-
tion Function (HFC) — which has both contended and contention free QoS
schemes. Currently only the contention-based EDCF (enhanced distributed
control function) has made itinto chips sets at the present time (Q3 2007) and
this part of the standard has been endorsed by the WiFi Alliance and branded
Wireless Multi Media (WMM) and a number of products are available. The
HCCA - HFC Controlled Channel Access — used in the contention-free
periods has not yet been implemented.

EDCEF introduces two new MAC ideas — packet bursting and prioritisation.
When a station wins a transmission opportunity (TXOP) it wins the right to
transmit for a certain time and can transmit a sequence of packets without any
other station getting access to the medium for the duration of the TXOP. This is
achieved by introducing a new inter-frame spacing (IFS) that is shorter than the
standard frame spacing DIFS (see Figure 3.25). This is designed to allow, for
example, a number of small voice packets to be sent in a single TXOP — rather
than waiting for several turns.

The other aspect of EDCF is prioritisation using frame spacing and back-off
window sizing. You will recall that after the medium is free the DCF MAC
dictates a minimum wait of DIFS plus a random back-off between the min and
max contention windows. Traffic from the higher (IP) layer arrives at the MAC
layer along with a priority (0-7) —this could come from DiffServ marking on the
packet, say, or from an application-layer classifier (voice =7, video = 6 etc.).
EDCF actually has four Access Categories (0 to 3 — with 3 being the highest
category) to which these are mapped.

Figure 3-25. Packet bursting in EDCF of 802.11e (note the ACKs are not shown).
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommunica-
tions plc.)
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Figure 3-26. EDCEF prioritisation in 802.11e. (Source: Author. Reproduced by permi-
ssion of © Dave Wisely, British Telecommunications plc.)

EDCEF priorities traffic according to the AC by effectively varying DIFS and
CWnin/CW max for different traffic types (Figure 3.26). DIFS is replaced by
AIFSD which is a function of AC. The actual values of AIFSD[AC] and CW ;i
[AC]/CW nax [AC] as well as the TXOP[AC] is decided by the AP — using a
proprietary algorithm depending on the traffic level — and announced in the
beacon frames. Table 3.4 shows some typical setting.

Forexample, voicetraffic mustwaitSIFS plusthreeslots(inorderthat ACKs can
go first) and then arandom 0 to 3 slots. The only traffic that can pre-empt voice is

Priority Access Designation AIFSD CWhin CWhax TXOP
Category (Slots)  (Slots) ~ (limit)
[AC] ms

0 0 Background SIFS + 7SLOTS 0 15 1Packet

1 0 Background SIFS 4+ 7SLOTS 0 15 1Packet

2 1 Best Effort  SIFS + 3SLOTS 0 15 1Packet

3 1 Best Effort SIFS + 3SLOTS 0 15 1Packet

4 2 Video SIFS 4+ 2SLOTS 0 7 5

5 2 Video SIFS + 2SLOTS 0 7 5

6 3 Voice SIFS 4+ 2SLOTS 0 3 3

7 3 Voice SIFS 4+ 2SLOTS 0 3 3

DCF and non DIFS = 31 1023

802.11e SIFS + 2SLOTS

terminals

Table 3-4. Possible EDCF settings for different traffic classes.
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video—andtheoddsarestacked 2to 1 infavourofvoice (0to 3 slots comparedto O
to 7). Inaddition when voice traffic is transmitted it has a TXOP that allows many
voice packets — further reducing jitter and delay. Normal DCF traffic — which
would be used by non 802.11e equipped terminals — can be made to wait for all
EDCEF traffic because the CW ;, value is typically 31 for DCF (see Table 3.4).

The AP could decide to make the DCF compete with the EDCF background
traffic if by setting the AIFSD for background traffic to DIFS and CW ,;,, to 31
which it is able to do — depending on traffic conditions.

Of course EDCF does not provide absolute QoS guarantees—there is still a lot
of random variation in delay, jitter and throughput — although this is much
reduced for real-time traffic compared to DCF. EDCF works best if there is a
good mix of traffic — otherwise there is nothing to be prioritised over!

802.11e has also defined — as part of the Hybrid Coordination Function
(HCF) — the HCCA (HFC Controlled Channel Access). For this part of the HCF
the access point has a much greater role — more like that of a cellular base-
station — at least as far as QoS in concerned. The MAC is now divided into
contention and contention-free periods (where HCF operates). The contended
periods are when EDCEF is in operation but during the contention-free time the
access point s responsible for deciding which terminals can transmit when and
for how long. In this contention-free period the AP polls the terminals in turn as
shown in Figure 3.27 — after a poll traffic is sent exclusively from AP to terminal
and terminal to AP until the AP moves on to the next terminal. No other station
(DCF or EDCF) gets a chance to transmit as the gap between the medium going

Transmission Slot Time

Access QoS
Point Data
Terminal J ACK J J
QoS
Access | Tslot Poll Tslot
Point
Terminal Tslot

Contention free period

< >

Figure 3-27. HCCA in 802.11e. (Source: Author. Reproduced by permission of © Dave
Wisely, British Telecommunications plc.)
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free and poll or HCCA data frame is shorter than DIFS and AIFS (but not SIFS—to
allow ACKs).

The hard part of HCCA is how the terminals describe their QoS requirements
tothe AP (in something called the TSPec —Ref. 16) and how the AP decides who
gets what and when — the standard leaves this to the vendor to implement the
algorithm for this.

At the present time (Q2 2008) no vendors have implemented the HCCA
and — at least until (or if) IP QoS solutions become more widespread, there is
not much prospect of it being produced. The problem —as | started to explain
atthe start of this section —is that WLAN QoS often works OK because there is
plenty of spare bandwidth (or you can upgrade — the old over-provisioning
argument) or, when QoS fails, it fails because either there is interference of
some sort (which 802.11e will do nothing for) or there is so much congestion
that schemes like this are overwhelmed and what is really needed is more
capacity.

Handover and Paging

Handover in WLANs is not common today — in a consumer environment
there is often a single access point and the same is true in most hot spots. In the
wider scheme of things it is a moot point if specific handover is needed at all;
if WLANSs are just for Internet access then most modern operating systems (ie
Windows XP/Vista) allow you to specify a number of WLAN SSIDs and enter
security details. When one of these WLANSs is detected the system will just
connect and then if you move away from your original AP connection will be
lost and the terminal will disassociate with the old AP. Eventually another AP
with an SSID on your list will be found and the OS will re-connect.
Applications like browsing and email will just continue — so why would
you need specific handover (which might be differentiated from this sort of
reconnection by being faster (50 ms as opposed to 5 sec say) and with much
lower packet loss). Only for real-time applications like VolP and video
streaming would handover really be needed. If VolIP is going to be the killer
application for WLANs going forward then handover will definitely be
needed as Wireless Cities and extended coverage becomes common. Hand-
over in WLANS is always break-before-make — meaning that the association
with the old AP must be broken before a new one is established - this is to
keep the radio cheap and cheerful. In cellular systems, by contrast, handover
is make-before-break — with connections to both old and new base-stations
simultaneously maintained.

Enterprise WLANSs can engineer seamless handover (i.e. fast (10 ms) and
with low packet loss) — but today this usually requires proprietary equipment
from a single manufacturer. This is achieved by using a central Access
Controller (AC) and what are called “thin access points”. Thin access points
do not have all the functionality of standard, or “fat” access points, instead
functions like authentication and association is handled by the AC
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Figure 3-28. Thin and FAT Access Point architectures. (Source: Author. Reproduced
by permission of © Dave Wisely, British Telecommunications plc.)

(Figure 3.28).7 This architecture is typically used when an enterprise needs
five or more access points for coverage — the IT manager is then able to
configure SSIDs, authentication, channels and all aspects of WLAN man-
agement centrally — which, if you have ever had to apply a firmware update
and re-initialise 50 APs — you would realise is a great time saver. Typically
these AP/AC networks offer functionality not available on single AP systems
such as: multiple SSIDs — each with a different authentication mechanism
(WEP, WPA, open access etc.); QoS with different traffic classes; particular
terminals given priority and logging of access records. The other great
advantage of AP/AC systems is that they offer fast handover — meaning
authenticated terminals can be handed between APs fast enough (10 ms or
so) and with low enough packet loss to allow VolP and video streaming. To
put this in perspective if you wanted to use WLAN to offer VolP over your
house and you had a largish house you might need 2 APs for coverage. If you
chose these from the same manufacturers (e.g. Apple Airport is one brand we
have had success with) then your VolP application will move between access
points quite happily without any perceptible glitch — you’d be hard pressed to
notice the handover. Turn on security, however, and some access points
(particularly between different manufacturers) will generate a 2 to 10 second
gap in which no traffic is transmitted — this is fine for WWW browsing and
email butusually fatal to VolP applications. There is, you will probably not be
surprised to hear, an IEEE working group —801.11r —that is working on a fast

% In fact the functionality of the AP can be reduced to the level of a MAC frame relay with the MAC
function actually residing in the AC — the encrypted frames are (usually) tunnelled back to the AC
over the fixed infrastructure.
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handover solution. However, the AP/AC solution already does this — basically
because terminals are authenticated only once, when they join the first AP, and
then any subsequent authentication/association requests are relayed to the AC
which immediately replies. There are other mechanisms built into the AC/AP
architecture — the APs all monitor the strength of received signal from the
terminals and report these back to the AC. Normally terminals will not
disassociate from an AP until the signal to noise level is very poor indeed —
even ifanother AP on the same channel and SSID is available. In this case the AC
instructs an AP to force a terminal to disassociate — the terminal then automati-
cally scans and finds the new AP with much better S/N ratio. In addition the AC
is able re-route data for a terminal to a new AP as soon as the AP has received an
initial frame from the terminal. Typically the entire AC WLAN zone is config-
ured as a single IP subnet —so terminals keep the same IP address throughout the
zone — ACs often offer DHCP functionality for this purpose — as well as NAT
(Network Address Translation) and firewall functions if needed.

There are two major drawbacks with AC systems —firstly, they are relatively
expensive only being suitable when five or more APs are needed and, secondly,
they are proprietary and you need to buy the AC and APs from a single
manufacturer.

This will change when the IETF CAPWAP protocol for access point control is
completed and adopted — it will provide a standardised protocol for ACs to
control APs (configuration, authentication, session key distribution etc.) and
will, eventually, allow interoperability of APs and ACs from different manu-
facturers. Figure 3.29 shows the overall architecture. Note that in the IETF
terminology APs are now called Wireless Termination Points (WTP).

Figure 3-29. CAPWAP—the IETF protocol from Access Point Controllersto APs. (Source:
Author. Reproduced by permission of © Dave Wisely, British Telecommunications plc.)
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Itis also worth noting that WLAN to WiMAX or 3G handover will probably be
just as important as WLAN to WLAN handover — since WLANSs will (short of
new spectrum and higher powers) never cover more than a fraction of urban
areas. This “vertical” handover has a number of interesting solutions that are
dealt with in Chapter 6.

Battery Life

One of the major problems with WLANSs is that they are very battery intensive.
On fixed PCs, game stations and cameras it doesn’t matterand on laptops it's OK
because they need charging regularly (although having the WLANs on contin-
uously on the laptop | am using to type this book shortens battery life by 30%!).
Itis PDAs and phones that really suffer with high WLAN power consumption —
with various reports of standby times as short as 7-10 hours for WLAN mobile
phones. Even the BT Fusion phones (that offer dual GSM/WLAN capability) —
which have been extensively tweaked, have much shorter standby time than
cellular-only phones. WLAN needs more power than Bluetooth and not many
people | know turn on Bluetooth permanently on their phones.

The reason for the high power consumption is not hard to discover. If you
have a WLAN - equipped phone how do you receive incoming calls? Well
the call is probably controlled by SIP (see Chapter 6) and you have a SIP client
running in the background listening on the well known TCP port for SIP
messages but that SIP message is wrapped up in TCP and then IP and when it
reaches the access point the SIP/TCP/IP packet is placed in a MAC frame and
sentout but—and here is the rub —in order to determine if the frame is for your
station it has to be received, decoded and the MAC address read. This applies
to every single frame transmitted whilst the terminal is associated and
authenticated with the access point — even if the terminal doesn’t receive
or send any packet for (say) 24 hours it will still have to look at every frame.
The fundamental difference with a cellular system is that WLANs have two
modes —on (associated and authenticated) and off (i.e. switched off) whereas
cellular systems have three —on (ready to transmit/receiver), off and idle. The
idle mode is a special low power mode that allows phones to listen only on
certain channels (the paging channel) — when a voice call is signalled to the
HLR it knows the location of the phone only to within a paging area (several
cells in size — whenever the mobile changes paging area it updates the HLR —
but this is very infrequent). A paging request is broadcast to all the cells in the
paging area and the mobile responds with its current location (i.e. cell) and
moves from the idle state. This idle mode is essential for low power
consumption in mobiles.

Not surprisingly there is a move to develop an idle mode/paging system for
WLANSs - this is the work of the newly formed 802.11v working group (and,
before you ask, yes it has reached z !!!). Figure 3.30 shows an early architecture.
Things are quite sketchy at this early stage but one of the possible elements of



3.13

Chapter 3: Wireless LANs 105

Figure 3-30. 802.11v Idle mode and paging architecture. (Source: Author. Reproduced
by permission of © Dave Wisely, British Telecommunications plc.)

802.11v (that my group just happens to be working on) is a small SIP server —
either running on an access point or shared between groups of access points.
Terminals register with the SIP server and determine a profile of when the SIP
server should “wake” them from their low power idle mode. The SIP server
wouldthen perform screening —based ontime of day, caller identity, remaining
terminal battery power etc., before paging the WLAN to wake up. Early
prospects suggest a ten times power gain — you can read more about this
exciting area of research at Ref. 17.

Go Faster WLAN - 802.11n

802.11nisthe IEEE’s group for higher performance WLANs —meaning higher
data rates, longer ranges and more reliable communication. The main
technical innovation in 802.11n is the introduction of advanced antenna
techniques —similar to those described in the chapter on WiMAX (Chapter 5).
Multiple transmitters and receivers at the AP and (optionally) at the client can
detect and separate multipath reflections that normally cause interference
in standard WLAN:S. In the diversity mode —for example —an 802.11n AP can
transmit signals on different paths to a client. Non 802.11n clients simply
receiver both signals together. This is just like having two APs transmitting the
same information but the diversity gain is that — if the antennas are separated
by more than half a wavelength (i.e. more than 6 cm for the ISM band) - then



106

IP for 4G

the fading for each signal is totally independent and when one signal is poor
(through random fading) the odds are the other has a high signal to noise ratio.
The more paths there are the more diversity is achieved and the better the
signal to noise ratio. If the terminal is also equipped with multiple transmitters
and receivers then it is possible to establish multiple independent commu-
nications channels between the AP and terminal (this is explained for WiMAX
in Chapter 5) and the overall data rate can be increased by a factor of 2 or 3 in
practice. The other major technical innovation that 802.11n introduces is
“channel bonding” — which simply means that 802.11n kit can use two
independent channels simultaneously (i.e. 40MHz of the ISM band). In fact
some proprietary “super g” products are also available that combine channels.

There have been two main proposals in the 802.11n group that have taken a
long time to harmonise into a single standard. At the time of writing (Q2 2008)
the standard is not due to be ratified until the end of 2008. For the time-being,
however, users are able to buy what is labelled “pre-n” kit (such as that in
Figure 3.31) including both APs and PCMCIA cards and USB WLAN adaptors.

Figure 3-31. Pre-nrouter with triple diversity (author). (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)
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In our tests across various house types and sizes we have shown pre-n kit offer
diversity for non 802.11n clients which results in a larger coverage area with
more continuous coverage (i.e. fewer places with poor reception) but not much
higher bandwidth. By adding 802.11n cards from the same supplier as the AP
we were able to getsignificantincreases (up totwice) in the maximum datarate.

Of course 802.11n is more expensive than 802.11a/b/g needing more
complicated radios and more processing. In addition they use (with channel
bonding) more of the very scarce spectrum — so they might not give such good
performance in areas of heavy interference. You should also be careful to buy
equipment from only a single vendor until the WiFi alliance undertakes full
interoperability tests — which won’t happen before the standard is ratified. For
these reasons pre-802.11n tends to be found in homes rather than hot spots or
enterprises.

Interference

WLAN suffer many types of interference from:

o Other WLANSs of the same type on the same channel (e.g. both 802.11b).

o Other WLAN:Ss of a different type on the same channel (e.g. mixed 802.11g
and 802.11b).

o Other WLANs on nearby channels.
» External sources (e.g. Microwave ovens).
 Other users of the (unlicensed) ISM band (e.g. video senders or Bluetooth).

» Licensed users of the ISM band (e.g. railway radio systems).

This is all very different to the careful radio planning of cellular networks.
These operate in licensed spectrum where all base-station frequencies are
carefully chosen and interference is only generated by frequency re-use in
neighbouring cells and this is carefully managed.

Figure 3.32 shows the throughput (for an ftp download) between an access
point and a terminal 6 m distant on channel 11 —as an interferer (which is 8 m
away and transmitting a small amount of traffic to a remote access point)
changes channel. It is seen that the maximum throughput is 5.5 Mbit/s (this is
802.11b) and that putting the interferer on channel 11 (the same channel)
results in the two transmissions sharing the bandwidth (even though they are
logically separate and use different SSIDs) because the transmissions of one pair
are seen as keeping the medium busy to the other pair. Thisisa crucial point—all
stationsthat are on the same channel and that can detect the headers of received
packets—form asingle collision avoidance group—as far as the CSMA/CA MAC
isconcerned. When the channel is changed to 10 the packets from the interferer
are not received or decoded by the AP and terminal on channel 11 —asfarasthe
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Figure 3-32. Throughput for an ftp session between a terminal and an access point (6 m)
on channel 11 with an interferer 8 m away on various channels. (Source: Terry
Hodgkinson. Reproduced by permission of © British Telecommunications plc.)

MAC on channel 11 is concerned these frames don’t exist and so much of the
time the channel 11 packets are sent when there is traffic on channel 10.
Because these are so close in frequency the level of lost packets is very high. As
the channel of the interferer moves further away from 11 so the level of
interference reduces — but note that even at channel 6 there is still some small
effect — due to the imperfect action of the band filters (see Figure 3.16).

Worst still is the effect of mixing 802.11b and 801.11g transmissions on the
same channel. If you go out and buy a nice new 802.11g system and your
neighbour is operating an old 802.11b system on the same channel then you
will not get 25 Mbit/s — in fact you might find you get less than 5 Mbits/s. The
reason for this seemingly bizarre result is that the two systems form part of a
collision avoidance group —i.e. they both detect the frames of the other system
and defer to them. When an 802.11g system wins the right to transmit it can
send amaximum length packet in about 0.4 ms. When an 802.11b system wins
therightto transmitis takes 2 msto transmit a max length packet at the 11 Mbit/s
rate —but if the system is close to its range limit it might only be working at (say)
2 Mbit/s —since the rate is variable depending on the signal to noise. At 2 Mbit/s
it will take more like 10 ms for a maximum length packet to be sent. Now, the
CSMA/CA algorithm will (when both systems are trying to send data on the
same channel) resultin equal chances of winning the right to transmit but once
that right is won the 802.11g system will use up 0.4 ms but the 802.11b system
will use up to 10 ms — so the average throughput for both systems will be about
1 Mbit/s.

Figure 3.33 shows the effect on WLAN throughput of a video sender on
WLAN throughput and signal to noise. Video senders — if you have never used
one —can relay a TV signal from a video recorder or remote security camera to
location 10-30 m away. Typical applications include watching video upstairs
when a player is downstairs or monitoring an outbuilding for, the all too
common in England at least, yobbos trying to break in. These systems also use
the ISM band and the effect — as shown in Figure 3.33 can be devastating to
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Figure 3-33. Effect of a video sender (centred on channel 8) on WLAN throughput and
signalto noise for different WLAN channels. (Source: Terry Hodgkinson. Reproduced by
permission of © British Telecommunications plc.)

WLAN throughput with almost five channels with very low or zero throughout.
The reason for the low throughput is that the gap between the video frames is
shorter than SIFS and the WLAN never sees the channel as free!

The upshot of all this is that you should be quite careful when setting up a
new WLAN - clearly you should do a survey of what your neighbours are
running—a convenienttool for this is Net Stumbler (Ref. 12). Ideally you need
to be three clear channels away from any existing WLANSs in the ISM band
and well away from any video senders. You could do worse than set up the
access pointand a lap top for Internet access and time how long “large” www
pages (such as e-bay — about 500 k) take to load for all available channels —
this should also be compared to plugging directly into the WLAN router with
an Ethernet cable — there should be no significant difference if your WLAN is
working OK. Don't forget to add security (ideally WPA2) — there are many
tools in Windows/Vista to help with this — such as making a file to run on all
the client machines and setting them up the same channel and keys.

Interference is also likely to limit Wireless Cities and is getting worse in urban
areas—especially in Europe where “dense build” is the norm. In Enterprises it is
not quite such a problem — although we have detected 43 WLAN SSIDs at BT
Adastral Park and over 20 at BT Centre. Unsurprisingly, both locations have
presented us with problems for running experiments or demonstrations.
Systems that worked happily in the evening fail at 9am when all the WLANs
are turned on. The only real answer is more spectrum — with the 5 GHz
unlicensed bands being the most likely candidates in Europe and Japan. Of
course in the US, with house densities a fraction of those in Europe and the
802.11a system with 12/13 non-overlapping channels the situation is not so
acute.
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3.15 Future of WLANSs

So what is the future for WLANS? | think it is fair to speculate on three possible
paths:

The optimistic scenario in which coverage from WLANSs increases dramati-
cally —with wireless cities expanding, a large expansion in public and private
hot spots and all new DSL connections adding WLAN routers. In addition
WLAN:Ss start to appear in most new consumer devices: phones; i-pods; cars;
fridges and so on—with a solution to the battery-life problem for mobile phones.
In this scenario there is also a change in user behaviour — WLANs are used
preferentially to cellular whenever available —especially for VolP. New WLAN
services appear that are not possible on cellular (e.g. streaming video at
800600 resolution — 2 Mbit/s, say).

The neutral scenario sees WLAN remain much the same as today — with
WLAN coverage limited to hot spots in the usual places (airports, hotels, coffee
shops etc.) but with no significant continuous coverage outside of the square
mile of a city centre and poor user figures for these. In this scenario WLANs are
still a niche feature for mobile phones and only used in specific instances (e.g. in
range of your home DSL/WLAN router) for devices such as i-Pods. Consumers
make effectively all their voice and messaging on their cellular/fixed phone and
only use WLAN for mobile data with laptops or enterprise-targeted PDAs. New
WLAN data applications do not develop and WLANS are still used for Internet
access and VPN Intranet connections.

The obsolescence scenario: In this scenario many of the roles envisaged for
WLAN:Ss are replaced by other mobile technologies —in particular WiMAX and
3/3.5G. Inthis scenario cellular data costs fall substantially to be much closer to
WLAN data rates today and cellular connectivity starts to be built into laptops
and other consumer devices. WLAN survives in its original guise as a wireless
Ethernet — to connect computers in the home or office — but hot spots and
wireless cities are replaced by WiMAX or 3/3.5 G data coverage.

It is actually, | think, a critical time for WLANs with forces for all these
scenarios atwork. The best way to try and forecast the future is to look at some of
the evidence and try and weigh it up positively.

Firstly, there is no doubt that WLAN coverage is increasing — Table 3.4
shows some very rapid hot spot growth across Europe from 24 000 in 2004 to
42000 in 2006. Add that to the 20 or so cities and towns in the UK alone that
have been rolled out or are in the planning stage and you get some idea of the
momentum behind WLAN coverage. Another significant development
(Ref. 18) is that BT now offers its broadband customers the option to share
their broadband by having their WLAN routers offer two SSIDs — a home
(private) one and a public (BT FON) one — in exchange for wider WLAN
access. Currently (Q2 2008) users must opt-in to join BT FON —entitling them
to use any other BT FON access point as well as 500 min free on Openzone —
and 120000 have so far done so.
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2004 Share (%) 1HO6 Share (%)
T-Mobile 5,218 21.1 7,731 18.4
The Cloud 5,215 21.1 7,475 17.8
Orange 1,687 6.8 4,956 11.8
Swisscom Eurospot 1,929 7.8 2,439 5.8
Telefonica 500 2.0 2,008 4.8
BT Openzone 1,327 5.4 1,737 4.1
Telecom ltalia 625 2.5 1,100 2.6
Telia Home Run 842 3.4 939 2.2
Portugal Telecom 429 1.7 911 2.2
Eircom 112 0.5 902 2.1
Telenet 200 0.8 886 2.1
KPN 180 0.7 851 2.0
Other 6,475 26.2 10,066 24.0
Total 24,739 100.0 42,001 100.0

Table 3-5. WLAN hot spot growth in Europe — Source IDC 2006.

Onthe other hand there is reason to be cautious about WLAN coverage. Look
at Table 3.5 —in 2004 52% of hot spots were owned by nonmobile operators
(The Cloud, BT and others) — by 2006 this was down to 45%. This indicates that
the industry is starting to consolidate — with fewer small players. It may be
analogous to what happened with ISPs—at the height of the dot com boom there
were thousands, but by 2007 the UK ISP market was dominated by just four
players. Many of these operators are beginning to slow their investment in
WLANSs because traffic growth — whilst initially rapid — has begun to tail off. |
was told by a consultant the other day that one operator put this down to “early
geek take up” and then a major slowing when “there were no more geeks to sign
up”!

Further evidence for caution:

“The City of London WiFi network has only registered 6,000 users in its first month
out of a possible 350,000, despite offering the service for free. Such disappointing
take-up in the Square Mile raises fears that on-street wireless access will not be
commercially viable”. Ref. 20

The next most important determinant for WLAN growth, in my view, is
devices. WLANs are now commonplace in laptops and PDAs but have yet to
make it into mobile phones. In late 2005 a survey by BT expected up to 28
dual-mode Wi-Fi/GSM products to be launched in the following 12 months.
This seemed to herald a move by WLANSs into the “bread and butter” voice
market of cellular mobile. For me this is the absolute crucial step for WLANs —
if they are to break out from being just connectivity, from being just for Inter/
Intranet access, from being in laptops and PDAs only —then they must be used



112

IP for 4G

for voice. Voice use in turn implies that WLANSs are in most phones, that the
WLAN is on most of the time and the phone is configured for WLAN use
wherever possible. Unfortunately, from the optimism of 2005, the truth of
WLAN voice today is that mainstream phones don’t have WLANs — it is
mainly confined to smart phones — and even there WLAN battery consump-
tion is too high to allow them to be used more than intermittently. The only
one exception is UMA — Unlicensed Mobile Access (see Chapter 7) —which is
essentially a GSM phone which encapsulates and transmits the voice and
GSM signalling over WLAN when in range of a home base-station or WLAN
hot spot. Users get a cheaper rate on these calls — with the Orange Uniq
(Ref. 19) being the most successful with 100000 + subscribers (Q3 2007).

Even with UMA, however, the success of VolP over WLAN is qualified.
Firstly, only the Orange UMA service in France can be said to be a runaway
success — similar services by other operators have been less successful (e.g.
BT with Fusion — 40 000 subscribers in 18 months); secondly, this is not so
much VolP as “tunnelled GSM” and offers nothing that GSM doesn’t offer;
thirdly, the range of handsets has been very restricted and the power
consumption much higher than standard GSM handsets. Finally, this is an
offering from mobile operators — using WLANs simply to isolate zones of
cheap tariff and utilise cheaper (IP) backhaul (or at least the customer is
paying for it rather than the MNO). After all GSM networks in Europe are not
short of voice capacity — and even if they were 3G adds much more.

So WLAN have not yet been able to break into mobile phones in any
meaningful way — they are confined to laptops, PDAs, printers, cameras and
games consoles and in every case the business model is the same (more or
less) —with WLANs being free (e.g. when used at home or in the enterprise) or
charged for as access (as in a hot spot). Other than UMA there is no evidence
that WLANSs are being integrated into wider convergence offerings.

The major reductions in prices for mobile voice and now mobile data (see
Chapter 7) is also of major concernto WLANSs. In 2006 the cost of mobile calls
in Germany dropped 40%. In the UK the price of mobile data has dropped
even more sharply. At the same time mobile data rates are increasing with
initiatives such as HSDPA and Femto cells (Chapter 4). If these trends
continue then much of the rationale for WLANSs — higher speeds and cheaper
prices—will be undermined. Add in the appearance of 3G/HSDPA chipsetsin
some new laptops and suddenly WLANSs look less attractive. WiMAX —
“described as WLANSs on steroids” could be the final step in the demise of
WLAN hot spots and Wireless Cities if it undercuts WLAN data prices —
especially as most laptops and PDAs will have WiMAX built in and given the
vastly improved support for power saving and quality of service (specifically
for VoIP) that WiMAX offers compared to WLAN:S.

In conclusion | am slightly negative on WLANs — | think the neutral
scenario — of the three presented at the start of this section — is the most
likely. WLANSs will continue for home and enterprise data distribution but |
think hot spots and Wireless Cities will fall victim to 3G/HSDA and WiMAX in
the next three to five years.
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» “WiFi hotspot service strategies” — Ovum March 2005
802.11 working groups:

« http://grouper.ieee.org/groups/802/11/index.html



Chapter 4: Cellular Evolution

4.1 Introduction

This chapter represents the most obvious view of what fourth generation mobile
might be — yet another cellular system evolved from existing 3G systems. Since
the launch of 3G in 2001 there have been more Releases of 3GPP standards —
we are currently finalising Release 8 — and these have brought with them
evolutionary changes to existing 3G systems that have come tobe termed 3.5G.
HSPA —High Speed Packet Access—is (in theory at least) a software upgrade for
the 3G network and a new terminal for the user that drastically increases the
data rate and reduces the latency of data connections. In the US CDMA2000
EVDO (EVolution Data Optimized) is following the same path. In the normal
scheme of things this would have been followed by a full scale upgrade and a
major revision to the air interface in five years time or so (deployment in
2013-2015, say). However, this rather leisurely timescale — dictated by the
need to get a return on the huge investments operators have made in 3G
networks and licences — has been brought forward by the appearance of a very
different cellular mobile standard in the last few years — WiMAX. The final part
of the chapter will consider both 3GPP and 3GPP2’s responses to WiMAX in
terms of wholly new air interfaces (Long Term Evolution and EVDO Rev C
respectively).

This chapter is first going to focus on enhancements to UMTS and
CDMA2000 - the 3.5G evolutions. There are several good reasons to look
at 3.5G in our quest for the mercurial beast that 4G is. Firstly, 3.5G systems are
the first cellular technologies actually designed to work exclusively with IP
applications and to deliver something approaching the experience of fixed
broadband. Secondly, 3.5G systems are here and now and available for

IP for 4G Dave Wisely
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measurements —many of which are presented in this chapter. This is important
as it provides solid evidence on which to judge the “claimed” benefits of more
advanced systems — like WiMAX and LTE. Finally 3.5G can get a lot better —in
terms of throughput, delay and cost per MByte — with a series of upgrades that
are (relatively) inexpensive for operators. Wireless cities, DSL broadband and
WiFi hot spots are all in competition with 3.5G for Internet data — if 3.5G
improves fast enough it might just take significant market share from these
alternatives. Personally | am a fan of HSPA — for £15/month in the UK | have
HSPA with a data cap of 3GByte and maximum (burst) speeds of 7.2 Mbit/s."
Although this isn’t quite the whole story — as this chapter will show — it is very
competitive with DSL (in the UK about £15/month plus fixed line rental) —
implying the “mobile premium” for data is much lower than for voice.”

The chapter starts with a description of HSDPA — High Speed Packet
Downlink Access — the UMTS downlink speed enhancing technology which
iswidely available in Europe and Asia Pacific today. Thatis followed by HSUPA
(High Speed Uplink Packet Access) — the uplink counterpart. HSUPA is
nowhere near as effective as HSDPA — but in a world where most traffic is
in the downlink this is not much of a barrier.? There is a small section on EDGE
(Enhanced Data for GSM Evolution) — an enhancement for GPRS — mostly
because the first version of the i-Phone — that great symbol of mobile Internet
access — doesn’t use 3G and has to rely on EDGE. Then there is a section on
CDMAZ2000 data evolution. This is smaller than the HSPA section because:
there are three UMTS users for every CDMA2000 user, most of the radio
technologies and upgrades used are the same and, finally and mostimportantly,
this book has a page limit and | can’t include everything. Finally there is a
section on LTE and CDMA Rev. C — the longer term evolution technologies of
3GPP and 3GPP2 — seen as a response to the threat of WiMAX.

What is Wrong with 3G?

Hold on a minute — Chapter 2 left off with a description of the packet data
capabilities of 3G —and, after all, it was not supposed to be about voice and SMS
but whizzy new services: video calling, football highlights, interactive
games. .. If 3G is as good as the marketing hype then why do we need 3.5G
at all?

! Vodafone — Mobile Broadband. Works well where there is 3G coverage (most towns) when it
always goes on to HSPA. Out of 3G coverage or deep indoors it falls back to GPRS which is like
dial-up.

2 The mobile premium is how much more expensive a service is on mobile when compared to
fixed. This is often impossible to pin down precisely as both network types go in for call packages
and options with free or bundled minutes. However, for voice the premium is about 5x for many
typical users.

3 Even with YouTube and other video sharing sites, P2P, file-sharing and so forth the asymmetry
remains quite strong inthe downlink. Typical figures for BT’s network vary between 3.5to 1and5to 1.
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Figure 4-1. Typical 3G throughput in London (BT measurements — summer 2007. BT
Mobile service). (Source: BT. Reproduced by permission of © British Telecommunica-
tions plc.) Note throughput is Kbytes/s — multiply by 8 for Bbit/s.

Thefirstthing that turned out to be more hype than performance from 3G was
the data rate. Coverage of 3G networks is still patchy — meaning some of the
time data users are back on GPRS rates — and even in major cities real actual
throughput is typically in the range 50 kbit/s—=300 kbit/s (Ref. 1). Figure 4.1
shows some throughput measurements taken in London in the summer of 2007.

The other side to throughput is latency — the end to end delay from a packet
being sent from a game server (say) to it actually reaching your 3G terminal.
Againthere is quite a lot of variation in 3G systems but values typically lie in the
range 200-500 ms. This is a very high latency by IP and Internet standards —
meaning that interactive games and real-time voice and video applications are
impossible to use on most existing 3G networks. Figure 4.2 shows some typical
latency measurements.

The next technical issue with 3G is related to the nature of W-CDMA. In
W-CDMA systems the interference caused by any transmission is “smeared”
over the entire carrier® (see Chapter 2) —with the result that the capacity of the
system is essentially limited by the background interference level. Since UMTS
employs a frequency reuse factor of 1 (i.e. all the cells/sectors use the same
frequency or chunk of spectrum) this interference also comes from all neigh-
bouring cells. However, it is estimated that 70% of CDMA interference is
generated within the same cell — one of the reasons a frequency re-use of 1 is
possible. In a lightly loaded cell the range of the cell can be much further than
whenthe cell is heavily loaded and the interference level rises - this is known as

4 Eachcarrierin UMTSis 5MHz. Of course some operators have several carriers butthese are totally
independent of each other.
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Figure 4-2. Typical 3G latency measurements in London (BT measurements —summer
2007 —these are downlink, one way delays). Source: BT. Reproduced by permission of
© British Telecommunications plc.

cell breathing (Figure 4.3). Cell breathing makes network planning more
difficult and can reduce data rates very drastically at the edges of cells — often
in unpredictable patterns.

In addition to causing cell breathing the fundamentals of W-CDMA means
that to achieve a decent capacity the system has to support soft handover: a
terminal is receiving the same radio frame from a number of base-stations and
combining them to achieve a much higher signal to interference ratio than
would be the case for any one of them. This allows the system to run at higher
interference levels (i.e. higher capacity) but demands that voice and data
streams are delivered to and from base-stations with very precise timing. In 3G

Figure 4-3. CDMA cell breathing. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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e Korea 39% 15M EV-DO/WCDMA out of 38 M total;
¢ Japan 34% 29 M WCDMA/EV-DO out of 85 M total;
e Italy 16 % 12 M WCDMA out of 70 M total;

* Portugal 11% 1 M WCDMA out of 10 M total;

e UK 8% 5M WCDMA out of 65M total;

o Austria 8% 690 K WCDMA out of 8 M total;

* Sweden 8% 830 K WCDMA out of 9 M total;

e Australia 6% 1 M WCDMA out of 17 M total;

» Hong Kong 5% 400 K WCDMA out of 8 M total;

e USA 3% 5M EV-DO out of 190 M total;

Table 4-1. 3G take up in 2006 — Sources: Informa, EMC Database, Global Mobile.

this is solved by using ATM switching — ATM being able to control the delivery
of frames very tightly in time. In hindsight, however, ATM has been declining
(replaced with Ethernet or MPLS) and the ATM legacy of 3G is seen as inflexible
and costly going forward.

In addition to network issues there have also been terminal problems — with
the industry taking five years or so to come up with handsets that are able to
match GSM for weight and talk/standby performance. IPR (Intellectual Prop-
erty Rights) have also been a major cost of 3G — with an estimated 8-28%
(Ref. 2) of each handset going in licensing fees.

3G take up has been strong in the Far East and much slower in Europe
(Table 4.1). Some commentators (Ref. 3) are of the view that Europe and the US
will simply follow the take up in the Far East —lagging two to three years behind
(Figure 4.4). 1 am slightly more sceptical — conditions in Japan are unique with
low broadband penetration, long commuting times and a generally greater
enthusiasm for new gadgets and services.

One of the main reasons for the lack of take up of 3G has been the lack of new,
letalone “killer”, applications. As will be explored in much greater detail in the
chapter on services (Chapter 7), 3G is still used predominantly for voice and

Months from Launch 3G Penetration
Sweden 28 11%
Portugal 30 18%
Austria 32 15%
UK 36 17%
Italy 36 22%
Japan 54 38%
Korea 52 44%

Figure 4-4. Take up rate against years since launch for 3G (Figures from Tomi Ahonen).
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommuni-
cations plc.)
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messaging. | conducted a poll of 100 researchers working at BT and, of these, 37
had 3G phones but only five of them said they used them for anything other than
voice or messaging!

One of the reasons for the lack of data application has been cost — with per
MByte prices hundreds or thousands of times higher than for DSL, bandwidths
tentimes slower and latency ten times longer, it is no wonder mobile users have
shunned the Mobile Internet. This has changed recently, however, with the
introduction of Mobile Broadband (plug-in dongles for laptops) that offer much
lower per MByte charges. Mobile Broadband will be covered later — but, the
fact that cheap data has been offered only several years after the launch of 3G
remains one of the reasons why 3G data has been slow to take-off.

3.5G and LTE are the mobile industry’s answers to fixing these issues —
WiMAX is the computer industry’s answer — in the next section and chapter,
respectively, you can read about how they work.

HSPA

HSPA (High Speed Packet Access) is a series of incremental changes (upgrades)
to the UMTS mobile network — relatively minor in comparison to the overall
build and running costs of 3G —as well as new terminals for users. HSPA is only
about enhancing the packet switched element of 3G — the circuit element is
unchanged — with higher overall capacity (i.e. better spectrum efficiency),
higher data rates for users and lower latencies. In this section we will first look at
HSDPA - High Speed Packet Downlink Access — as this is the first to be
deployed and is the area where most efficiency improvements can be made.
HSUPA - High Speed Packet Uplink Access — with improved uplink data rates
and latencies will lag one or two years behind and offer less impressive
improvements. Given the asymmetric nature of most existing mobile data
applications (e.g. music or web page downloads) this is not seen asanissue. The
industry is geared up for most new terminals to be HSPA-enabled by 2009
(Figure 4.5). In addition there is gathering momentum for HSPA+ : further
enhancements to HSPA with multiple transmitters and receivers as well as new
coding schemes — we will also look at the prospects for this at the end of this
section.

HSDPA Basic Principles

HSDPA introduces four new technical innovations over the packet switched
radio network of R99 — this involves upgrades at the Node Bs, RNCs and new
user terminals. For some networks this has been effectively only a “firmware”
upgrade. The antenna, backhaul, circuit switched radio network and the whole
core network is unchanged by these upgrades.

The first innovation of HSDPA is the use of a single high speed data channel
that is shared between all the mobiles— in contrast to R99 in which each
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Figure 4-5. Growth of HSPA-enabled handsets (courtesy of BTT| - source UMTS forum
report 19). (Source: BTT). Reproduced by permission of © British Telecommunications
plc.)

terminal gets its own dedicated data channel. This can be inefficient because
the propagation characteristics of radio channels can change rapidly — espe-
cially for moving users. The characteristics of the transmission from the base-
station to the mobile (data rate, modulation, error coding etc.) is set as a
compromise that is often not optimum for the precise radio conditions at any
given instance. In HSDPA the capacity from the individual channels is pooled
and itis scheduled to be used by different terminals at different times depending
on the precise radio propagation they have with the base-station. Clearly the
idea is to allow terminals with good signal to interference ratios (S/1)° to receive
data at the highest possible rate, whilst those with poor signals do not have data
sent by the base-station until the S/I ratio improves. Figure 4.6 shows two users
who are moving and whose S/ varies. By scheduling them only when the S/l is
high it is possible to double the overall throughput compared to the R99
arrangement of separate channels. In practice this works better with a larger
number of mobiles transmitting — where it is always possible to find a terminal
with excellent S/I — and for situations where the terminals are moving and
sampling a range of radio conditions. The overall capacity gain —known as the
user diversity gain — is reckoned to be 30% to 100% over 3G (Ref. 4).

To make user diversity work successfully, however, the scheduling interval
must be reduced to 2 ms—this is very importantas in R99 theTransmission Time
Interval (TTI) as it is known is: 10, 20, 40 or 80 ms. During these times the radio
conditions of moving terminals can change rapidly and in R99 compromise
radio settings are used that do not exploit windows of very high S/1. In addition

> Strictly signal to interference plus noise — but in CDMA systems the dominant contribution is
same-cell interference.
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Figure 4-6. User diversity in HSDPA (courtesy of BTTJ). (Source: BTTJ. Reproduced by
permission of © British Telecommunications plc.)

R99 sets up a dedicated channel for each user — even for packet traffic. This
dedicated channel isa compromise (of modulation and coding and, hence data
rate) to fit the average conditions that the mobile experiences. That means that
periods of good propagation are never exploited and periods of very poor
propagation generate many errors and contribute to delays. To achieve
scheduling at 2 ms interval the scheduling is moved from the RNC to the Node
B and a new QoS provisioning function is also required.

The second innovation is to introduce higher order modulation schemes and
new coding ratios. These have the effect of lifting the maximum achievable data
rate as well as offering a much finer gradation of possible combinations of
coding/modulation. 16-QAM (Quadrature Amplitude Modulation) is added to
QPSK (Quadrature Phase Shift Keying) with code rates from '/, to near 1. Since
CDMA systems operate power control (for reasons outlined in Chapter 2) — it
might be thought that these new combinations were self-defeating — meaning
that to use them requires more transmitted power than necessary and so will
generate more interference and so reduce overall capacity. If power control
were perfectthen itistrue that you might well end up with one high rate channel
generating the same interference as four low data rate channels! However,
power control is far from perfect. In the uplink a dynamic range of 71 dB is
possible but for the downlink the dynamic range is limited to 10-15 dB.® For

© Inthe downlink direction you might think that since each code is received by only one mobile the
code power could be just sufficient to be decoded above the noise floor of the receiver. This would
be true if the codes were really orthogonal but they are not quite (due to multipath, amongst other
causes). If your receiver is very close to the base-station you might easily detect a low signal level if
you were the only user. If, however, there are 10 users far from the base-station they will need very
high transmit powers and, because the codes are not orthogonal, you will experience heavy
interference. This is why the downlink dynamic range is so limited and is called the “near-far”
problem.
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users close to the base-station the transmit power is much higher than needed
for R99 maximum data rates — so the introduction of higher rates means that
more data can be transmitted for the same amount of interference: in other
words the capacity can be increased. It is possible for terminals to have a raw
datarate of up to 14 Mbit/s —although before you get all excited about HDTV on
your mobile!! — this is likely to apply only during one TTI — but the point is a
terminal can receive a lot of data in 2 ms at 14 Mbit/s — 140 Kbyte (if you assume
overheads are 50%) — larger than most web pages.

The third innovation that HSDPA brings is fast link adaptation which varies
the amount of error coding on a given channel depending on the channel
conditions. With a much wider choice of modulation and error coding —over a
much shorter interval - HSDPA can exploit favourable radio conditions as well
as getting a higher throughput in less favourable ones by better matching the
modulation/error coding in use to the actual conditions. Figure 4.7 shows link
adaptation for a single user in varying radio conditions. (Remember this is a
shared channel and, normally one user might get only intermittent use but here
we are imagining a single user getting the whole channel top show the
operation of link adaptation).

Finally, HSDPA introduces something called a fast hybrid automatic repeat
request (HARQ). This is related to what happens when a frame is lost because —
despite the error coding — it can’t be recovered due to bit errors. In R99 radio

18 -
1 A A N
ol 7\ AR 7
_ ol g2\ 7\ 7
= s\ 7 A 7
/ \ / N\ J
a N LN 7
2 \:/ A VA
0 T T T v T 1
-2 4
0 20 40 60 80 100 120
Time (TTIs)
16QAM3/4
16QAM2/4 B
QPSK3/4 1 [ 1] 1 [
QPSK2/4 1T Binimintn HERIER
QPSK1/4 _____H__________H____'

Figure 4-7. Fast link adaptation during transmission to a single mobile user over a
prolonged period — showing how the modulation/coding is adapted by the BS — using
measurements from the terminal every TTI. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)
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Figure 4-8. HARQ with non-identical re-transmissions — incremental redundancy.
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommuni-
cations plc.)

frames that can’t be recovered error free are discarded at the physical layer of
the terminal. Recall (Chapter 2) that R99 data can be run in a number of modes
at the RLC (Radio Link Control Layer) that runs between the terminal and the
RNC including unacknowledged (no ACK from the terminal to the RNC) and
acknowledged (an ACK from the terminal to the RNC that frames have been
successfully received). In acknowledged mode the additional latency gener-
ated can be quite substantial since the RNC (the Radio Network Controller)
which is typically located in a major city and remote from the base-station site.
Foran IP packet—fragmented over several radio frames —the delays involved in
the detection and re-transmission of the constituent radio frames is a major
cause of the high latency figures for 3G (200-400ms one way). In HSDPA this is
addressed by adding a fast hybrid automatic repeat request to the Node B (the
fastpart) and by retaining any errored frames in memory within the terminal and
combiningitwith one or more repeated frames which mightalso be errored (the
hybrid part).

As an example Figure 4.8 shows two frames — with the three error coding bit
types produced by the turbo coder (HSDPA uses only turbo coding — another
advantage over the convolutional codes of R99”). Two frames — both beyond
recovery are received and stored by the terminal. They are then combined to

7 There is a fundamental limit, called the Shannon limit, to the data rate that can be achieved
over any given communications channel. Not surprisingly the higher the bandwidth of the
channel and the lower the noise/interference, the higher the data rate. However, to actually
achieve data rates approaching the Shannon limit requires very complicated coding schemes
for the data and error correction (e.g. Turbo codes). These perform better than simple (e.g.
convolutional codes) but require more processing and higher power consumption. Again the
march of Moore’s Law has permitted these much more complex coding schemes.
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produce a single — error-free — frame. If, after a number of retransmissions, the
HARQ process fails then the RLC acknowledged mode will cause a re-
transmission from the RNC. HARQ is the major feature responsible for lowering
the latency in HSDPA.

Channels in HSDPA

Channels are how mobile systems signal, control, allocate and transport bits
across the air interface. They support functions like broadcasting and paging
and are used to allocate voice and data bandwidth. Sounds simple? However,
in UMTS the channel structure is quite confusing. For a start there are: logical,
transport and physical channels (Figure 4.9). Logical channels are grouped by
the type of information transmitted — they are mapped by the transport channels
ontothe actual physical channels that are used to convey the information to and
from the mobile. Each of the physical channels has its own characteristics —
maybe broadcast, fixed codingrate etc. —thatis suited to its purpose. The easiest
way to understand these is by looking at the example of the downlink — from
base-station to mobile. The key logical functions the network needs to perform
are:

¢ Informing the mobile about the environment —such as allowed power levels
and the scrambling codes of neighbouring cells/sectors. This is the Broadcast
Control Channel (BCCH).

» Paging the mobile when an incoming call/session is received. This is the
function of the Paging Control Channel (PCCH).

« Performing control functions common to all mobiles. These are carried out
on the Common Control Channel (CCCH).

Figure 4-9. UMTS channel architecture. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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Figure 4-10. UMTS downlink channel structure. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

* Setting up voice and date connections. In R99 these are always dedicated
connections (i.e. one per mobile per session) and are controlled by the
Dedicated Control Channel (DCCH).

« Carryingtraffic. Actual usertraffic is carried on the Dedicated Traffic Channel
(DTCH).

» Carrying traffic to a group of mobiles within a cell — this is the role of the
Common Traffic Channel (CTCH).

Atthetransport channel level these functions are mapped onto four transport
channels:®

Broadcast Channel (BCH);
Paging Channel (PCH);

Forward Access Channel (FACH);
Dedicated Channel (DCH).

Figure 4.10 shows the relationship between these channels and the under-
lying physical channels. Readers interested in the nitty-gritty detail of these can
see Ref. 5 or look back to the more specific description at the end of Chapter 2 —
particularly in relation to the physical channels. The broadcast and paging
channels are fairly obvious and don’t change in HSPA. The FACH is used for
transferring very small amounts of data, for first setting up a connection and
when the cell is idle and has no other transport control channel available. The
key, however, to understanding the improvements of HSDPA is the operation of
the DCH. Each mobile receiving downlink data, voice or video, is allocated a
DCH. The DCH is carried on the DPDCH (Dedicated Physical Data Channel)
and DPCCH (Dedicated Physical Control Channel). The DCH dedicates

8 There was also a Downlink Shared Channel (DSCH) in the R99 specifications but this was never
implemented and has been replaced in R5 by a new high speed shared channel of HSDPA.
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Figure 4-11. Transport Channel structure in HSDPA. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

resources to a mobile for a fixed time interval, uses a fixed spreading factor and
is based on the peak data rate expected. Itis scheduled from the RNC and deals
with errors at layer 2 only. The maximum data rate so far implemented on the
DCH is 384 kbit/s.

Figure 4.11 shows the transport channels involved in HSDPA operation. In
Release 5 (R5) HSDPA the DCH is still required to carry the Signalling Radio
Bearer as well as any voice traffic. The DCH is also needed for uplink user data.”

The most important channel is clearly the HS-DSCH (High Speed Downlink
Shared Channel). This runs between the Node B and the terminal — as opposed
tothe RNC and the terminal forthe DCH. The Node B estimates the propagation
characteristics for every terminal — based on uplink feedback — and then
schedules transmissions, based on a scheduling algorithm to each terminal
in turn with a suitable modulation/coding combination. The key question is
how does an individual terminal know when —and with what modulation —a
transmission is aimed at it? This is the role of the HS-SCCH (High Speed Shared
Control Channel) —sent with a fixed spreading factor and QPSK modulation for
robust reception in all conditions. The HS-SCCH carries the information
needed for the terminals to determine their slots (TTls) and modulation/coding
used.

Finally, inR5, we have the uplink HS-DPCCH (High Speed uplink Dedicated
Physical Control Channel) — this allows terminals to feedback ACK/NACKs
from the HARQ operation and to report their current propagation character-
istics (essentially the S/l ratio). This operation could have been carried on the
DCH but that would have meant that soft handover would have had to have
been supported. Instead fast cell reselection is supported by this scheme and the
R99 DCH leftunchanged. In R6 this channel isimproved by avoiding periods of
having to signal “no transmission” in the ACK/NACK slot when frames are not
sent—which was the case in R5. This reduces the peak power required and the
need for the Node B to distinguish between three states (No transmission, ACK
and NACK).

% R6 does away with these restrictions — paving the way for VolP — with a fractional DCH (F-DCH)
for the signalling and HSUPA for the uplink packet traffic.



128

4.3.3

4.3.4

IP for 4G

Figure4-12. Overall HSDPA architecture. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

In R6 new channels are introduced for uplink packet transmission without
the DCH —which are detailed below. R6 also brings the F-DPCH (the Fractional
Dedicated Physical Channel — that allows many users to share a single
spreading code) — it was considered that large numbers of VolP users could
not be efficiently supported on the R99 DPCH and so a “cut-down” version —
with only power control — has been added.

Figure 4.12 shows the overall HSDPA architecture — with the various
functions added.

Handover in HSDPA

HSDPA does not support soft handover. In R99 the dedicated data channel
(DCH) can be received simultaneously from up to six Node Bs within the
active set. In HSDPA the shared channel (HS-DSCH) is received only from a
single serving cell. When a change of serving cell is determined at the RNC
(from the received power levels of neighbouring cells reported from the
terminal) the terminals and old RNC flush their buffers and the terminal listens
tothe new Node B. This is a hard handover —break before make —and results in
packets being lost. In the RLC acknowledged mode these are retransmitted —
although with delay — and in the unacknowledged mode the packets are
effectively dropped. A number of small changes have been made to try to
minimise the loss of packets on hard handover in HSDPA.

QoS in HSDPA

QoS is difficult term to define — as discussed in the WLAN chapter (Chapter 3)
you might perceive the QoS on your 3G phone to be very poor if you don’t get
indoor coverage or if it takes half an hour for customer services to answer the
phone or even if you can’t get your favourite TV show. There are many levels of
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QoS and these impinge on some of them but here | want to focus on narrower
QoS mechanisms — there are plenty of book and column inches written about
call centres and don’t get me started on a well-known bank’s Internet help
service —I still have the dents in my forehead from banging it into a solid object
“very hard”!!!

Obviously the most important factor in HSDPA QoS is the relationship of
network traffic to network capacity. If, as is true for most HSDPA traffic today,
the capacity is much higher than the peak hour loading then the network is
over-provisioned and no specific QoS mechanism is needed. Operators (in
Europe at least) have been busy building “thin and crispy” (after the pizza) 3G
networks—i.e. ones that offer broad coverage but limited capacity. As 3G traffic
has been largely confined to voice and SMS to date this hasn’t really been a
problem (certainly the 3G-2G handover has been a much more significant
challenge). As data traffic ramps up operators are slowly starting to infill these
macro cells with micro and even nano base-stations. Nano base-stations cover
asmall office block and, crucially, connectback to the RNC overan IP link (see
the discussion on Femto cells later in this chapter) — reducing backhaul costs at
the expense of handover. WCDMA is well suited to this kind of flexible network
build as it has a frequency re-use factor of 1 (i.e. no frequency planning is
needed), operators typically have two to four carriers and base-stations are
available in a range of sizes.

The Radio Resource Management (RRM) algorithms of 3G have been
changed to take into account the new channels and radio resource sched-
uling needed for HSPA — such as sharing the high speed download channel.
Figure 4.13 shows the new split of functionality between the Node B and
RNC: what follows is a brief description of these functions — for the
gruesome details readers are referred to Ref. 6- a “solid” read if ever there
was one.

The RNC is responsible for allocating power and channelisation codes to the
Node B for use with HSDPA. Both of these resources are balanced against the

Figure 4-13.  RRM in HSDPA. (Source: Author. Reproduced by permission of © Dave
Wisely, British Telecommunications plc.)
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power and codes allocated to R99 users. In terms of codes the maximum that a
terminal (see next section) can utilise is 15 —so typically 5-10 are allocated for
the HS-PDSCH (the High Speed — Dedicated Shared Channel). Far more scarce,
however, is downlink power. The RNC is responsible for sharing sector power
between HSDPA and R99 users. Typically 3 or 7W — out of a sector total of
20 W might be allocated to HSDPA. This figure is quite dynamic — giving the
RNC a lot of flexibility in deciding the split. The RNC is then responsible for
ensuring that the R99 real-time (controlled by the RNC admission control), R99
non real-time (RNC packet scheduler) and common channel allocated power
is sufficient and, with the HSDPA power, is low enough for system stability.

The RNCisalso responsible for admission control —determining if new users/
service requests can be accommodated and whether they will be allocated to
HSDPA or R99 packet or real-time QoS algorithms. The actual algorithms for
allocating users/services and then, potentially, adjusting the QoS/prioritisation
of existing users/services are not defined in 3GPP standards and are proprietary
to each vendor. Measurements (the Node B's total R99 and HSDPA power and
the received pilot carrier strength at the terminal — which gives an indication of
the quality of the link) and user QoS attributes are then used by the RNC
algorithm to decide whether or not to admit the request and what changes to
existing QoS are needed to accommodate this. As far as the user is concerned
the traffic class and bit rate are what is specified to the SGSN — as shown in
Table 4.2.

The Node B is responsible for running the HS-DSCH link adaptation algo-
rithm which adjusts the bit rate, modulation scheme and error coding on each
2 ms transmission time interval (TTI). This is done on the basis of the Signal to
Interference ratio as reported by each terminal. The actual decision on which
user’s packet is transmitted next is the responsibility of the packet scheduler.
Again this is a proprietary algorithm — often based on well-known scheduling
schemes (Round Robin, Maximum Delay, Proportional Fair Queuing and so
forth). These are further modified by the user QoS class and other parameters
(e.g. user priority) that the operator invokes. The net result is that QoS in HSDPA
is somewhat opaque to the user — they are expected to subscribe to services
(Internet, IM, video streaming, VolIP etc.) and the operator will then configure
and fine tune the QoS behind the scenes to deliver the services with an
acceptable QoS most of the time. Compare this with native IP QoS'® — user
terminals are expected to mark packets (e.g. in DiffServ) or negotiate end-to-
end QoSdirectly (e.g. IntServ); theterminal is in charge of QoS and applications
interact with a QoS manager within the terminal. The IP model has failed,"

10 Native IP QoS — meaning the IETF “open architecture” approach to QoS —see IP for 3G —Wisely
et al., Wiley, 2002.

" Not quite true — as QoS in IP networks does exist. BT uses DiffServ markings for downstream
traffic for special services that the user has paid for—such as IPTV and VolIP. BT also has an extensive
MPLS network which creates many QoS classes for core network traffic. However, the point here is
that, to date, almost no QoS marking takes place in the end terminal or in real-time (all the MPLS
QoS and the DiffServ QoS marking referred to is static — pre-configured in advance).
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Category Min TTI Max codes Max Data rate Mbit/s
1/2 3 5 1.2
3/4 2 5 1.8
5/6 1 5 3.6
7/8 1 10 7.2
9 1 15 10.2
10 1 15 14.4

Table 4-3. HSDPA terminal capabilities.

however, to gain any traction to date — partly because it is complex and partly
because, for it to work, it needs an unholy alliance of: application writers, OS
developers, ISPs and interconnect operators to deliver it. | think HSDPA QoS
has more chance of commercial success — all of these are at least under the
operator’s control.

Terminals, Capabilities and Enhancements

HSDPA terminals can be categorised by a number of parameters:

» Maximum number of parallel codes (5 to 15);

e Minimum inter TTI interval (1 to 3);

» Transport channel bits per TTI (7298 to 27952);
Achievable maximum data rate (0.9 to 14.4 Mbit/s);

Receiver type (1/2/3 — updated in different releases).

However, this does not mean that users will see application throughputs
anywhere near 14 Mbit/s (Table 4.3). This really relates to an instantaneous
maximum — a user close to the base-station getting all the available resources
forasingle TTI. In practice we will see that the type 7/8 receivers in use in early
2008 can give a sustained application level throughput of 2Mbit/s.

The ability to support higher rate terminals and increase the capacity of
HSDPA — for a given power allocation — is being enhanced by a series of
upgrades. Initially HSDPA has a single Rake receiver'? (see Chapter 2) in
the terminal (called atype 1 terminal) and a two-branch diversity antenna in the
base-stations. That is now being upgraded to diversity in the receiver (2 Rake
receivers—type 2) and an equaliser (type 3). Diversity works because the CDMA

12 Ifyou are too lazy to look it up a Rake receiver is simply a way of detecting the different reflected/
diffracted/refracted version of the transmitted signal by multiplying them with the despreading code
delayed by differenttimes. The CDMA codes are carefully chosen to be not only orthogonal to each
other but also to themselves when not time aligned.
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signal and interference levels vary enough over the separation of the antenna
possible in a terminal to make the selection of one or other provide an increase
in S/I. In the downlink, in the absence of multipath the different codes are ortho-
gonal. However, multipath destroys this orthogonality and so an equaliser —
which restores this — can improve performance.

R6, as previously mentioned, also introduced the Fractional DPCH to allow
more VolP users in a cell and improves the control channel power by changing
the NACK/ACK feedback. In addition R6 also introduces support for seamless
(low delay, low packet loss) handover for VolP and reduces the set-up time (i.e.
from when an application wants downlink capacity to actually being allocated
TTIs) from about 2.3s to 0.8s. R7 goes further and supports more VolP users in a
cell (75 to 100) as well as allowing terminals to stay connected longer — several
minutes — if idle. Clearly this is aimed at improving response and set-up times.

Beyond R7 there has been talk, of HSPA+ : to “sweat” the considerable
investments in network and licences. HSPA+ is a combination of several
technical features:

Packet call setup time and channel allocation time minimised;

Enhanced terminals: two-antenna equaliser Rake receiver;

2X2 Multiple In Multiple Out (MIMO - see Chapter 5) transmission;

Higher modulation schemes — including 64QAM;

A flatter architecture with less protocol overheads.

Headline downlink rates are quoted as 42Mbps (2 x 2MIMO + 64QAM) and
11.52 Mbps (16QAM) for the uplink. If you want to read about HSDP+- see the
Ericsson document RP-060195 from 3GPP. However, there are many caveats
tothis. Firstly, the range over which 42 Mbit/s would be available is a very small
fraction of a typical cell sector. Secondly, terminals will become much more
complex and power hungry to service MIMO and high modulations. Thirdly,
the cell capacity (as opposed to the headline rate) increase is much more
modest for typical cells. HSPA+ might be a “stop gap” to LTE but it is not yet
certain that it will be widely deployed. Figure 4.14 shows the likely release
dates for the various HSPA upgrades.

HSDPA Data Rates

With the improvements of R5 this is reckoned to give 2-3X the capacity of R99
for packet traffic over a carrier. When the terminals are upgraded to equaliser
based antennas and the base-stations employ interference cancellation (i.e.
they detect other users’ signals and subtract them from the noise) then this will
double the capacity of HSDPA again (as shown in Figure 4.15). The changes of
R6 will bring a further 20% increase in capacity. The spectral efficiency is then
reckoned to be close to 1bit/Hz/cell — so an operator with 1T0Mz of spectrum
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« R5: High-speed Downlink Packet Access (HSDPA)

« R6: High-speed Uplink Packet Access (HSUPA)

« R7: Add Multiple-Input-Multiple-Output (MIMO) to HSDPA
« R8: Evolution HSPA (HSPA+)

« R9: Long Term Evolution (LTE)

Figure 4-14. 3GPP release dates (planned). (Source: Author. Reproduced by permis-
sion of © Dave Wisely, British Telecommunications plc.)

(two 5MHz carriers) could expect something like 10Mbit/s continuously (or
5 Mbit/s real application level throughput) —in a sector. When you consider that
DSL is often rated at only TMbit/s and has a contention ratio of 50: 1 then an
HSDPA carrier might serve, say, 200 users (see Ref. 7) in a single sector — you
can see that these sort of data rates are challenging even fixed line broadband —
a topic taken up further in the final section of this chapter.

Figure4-15. HSDPA cell capacity compared to R99 (courtesy of BTTJ) — one carrier in one
sector. (Source: BTTJ. Reproduced by permission of © British Telecommunications plc.)
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Figure 4-16. HSDPA data rates — BT measurement (BT Mobile) — summer 2007 with
7.2Mbit/s burst receiver. Not throughput is in KByte/s — for Kbit/s multiply by 8.3
(Source: BT. Reproduced by permission of © British Telecommunications plc.)

HSDPA data rates are quite difficult to determine and, in my view, most
figures bandied about should be taken with a pinch of salt. Just as 3G had
headline rates of 2Mbit/s but today only delivers 300kbit/s to real applications
in real networks — so users should be cautious about promises of 5Mbit/s or
more. In terms of maximum user throughput Figures 4.16 and 4.17 show some
measurements made in London in the summer of 2007 (it rained a lot so there
was not much elseto do!). The maximum downlink real application throughput
isasustained 1.2Mbit/s downlink and about 250Kbit/s uplink which I find quite
impressive. This certainly implies a cell capacity of about 2Mbit/s (taking all the
overheads and headers into account). It is likely that rates will double as new
receivers are introduced - offering sustained application rates of up to 2.5 or
even 3Mbit/s in the next two to three years.

Rates at the edge of a cell will always be lower than the figures given above.
Table 4.4 shows a comparison of HSDPA, R99 and GPRS measured at a rural
site (also during the wet summer of 2007)."*

HSDPA has been widely deployed with 234 HSDPA network commitments
in 96 countries and 198 commercial HSDPA networks in 86 countries (Ref. 8).
This means that over 90% of commercial UMTS operators have committed to
HSDPA — mostly because it is a relatively minor network upgrade that offers
significant data capacity and speed benefits. By April 2008 there were 637
HSDPA compatible devices launched (laptops, phones, dongles etc.) with an

'3 Further measurements in 2008 suggest a maximum sustained IP throughput of 2Mbit/s is now
possible for terminals with a 7.2Mbit/s rating.

4 Table 4.6 —the section following on LTE also contains further modelling of HSPA rates as the new
receivers and version are rolled out.
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Figure 4-17. HSDPA latency measurement — BT measurement (BT Mobile) — summer
2007 with 7.2Mbit/s burst receiver. Typical latency is 100ms (one way). (Source: BT.
Reproduced by permission of © British Telecommunications plc.)

annual growth rate of 150% (Ref. 9) — showing the kind of growth WLAN did a
few years ago.

HSUPA

HSUPA — High Speed Uplink Packet Access is the “little brother” of HSDPA.
HSUPA uses some of the same techniques — notably moving fast scheduling to
the Node B and a Hybrid ARQ scheme. However, it was felt technically too
difficult to create a shared uplink channel. In the downlink the base-station is
one transmitter sending data to different mobiles every 2ms or so. This is easy
with one transmitter but, in the uplink, would involve coordinating the
transmissions of many terminals — terminals that are rapidly moving. WiMAX,
as we shall see, uses a very complex scheme to achieve this but this was felt to
add too much complexity and cost for HSUPA. In UMTS the uplink transmis-
sions (codes) are not orthogonal and there is not precise time alignment
between terminals and the BS — in WiMAX this is essential. HSUPA also does
not use higher order modulations — simply because the uplink power control

HSDPA R99 GPRS
Max downlink data rate 184 kbit/s 64 kbit/s 31 kbit/s
Max uplink data rate 148 kbit/s 41 kbit/s 19 kbit/s
Average latency (one way delay) 75ms 200-300 ms 400-1000 ms

Table 4-4. Performance of HSDPA, R99 and GPRS at rural UK site in summer 2007.
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Figure 4-18. Transport HSUPA channel structure. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

scheme has a much larger dynamic range (70 dB) than the downlink (15dB). If
anuplink has such a good signal to interference ratio that it can support a higher
order modulationthen it can almost certainly reduce transmit power. This is not
the case in the downlink — where the downlink transmit power is much less
flexible (15 dB) and the “extra power” would have gone to waste if not used for
higher order modulation. HSUPA also adds the ability to shorten the transmit
time (TTI) from 10 ms to 2 ms — in simulations, however (Ref. 10) there is little
advantage to the shorter TTI until uplink speeds reach 2 Mbit/s and it is likely
this will not be the case for some considerable time.

There is — aside from the fast scheduling and HARQ - another important
aspect of HSUPA —a complete new transport channel to carry the packet data.
Figure 4.18 shows the (complicated) channel structure needed for HSUPA
operation when the downlink is on R99. The actual transport channel is the
E-DCH (Enhanced Dedicated Channel'®) — there is only one E-DCH and the
terminal must multiplex all uplink packet services onto this one channel: A
DCH can be operated simultaneously with the E-DCH but only at 64kbit/s
maximum — so that a voice or low rate video call can still continue over the
circuitswitched path. The E-DCH is mapped to one (or more) physical channels
(E-DPDCH - Enhanced Dedicated Physical Data Channels). A new uplink
control channel — the E-DCCH (E-DCH Dedicated Control Channel) — is
needed to inform the base-station of the format (the transport block size and
spreading factor). In addition the channel is used to indicate whether the
terminal is content with the current data rate or could make use of a higher data
rate. The E-DCCH does not provide information for power control or channel
estimation — that is still provided by the DCH.

The Hybrid ARQ works in a similar way to that used for HSDPA — with various
options forcombining re-transmitted frames. A new feedback channel is needed
(the E-DCH HARQ Indicator Channel — E-HICH in the diagram) that provides
ACKs and NACKS. There is a slight complication for HSUPA in that, unlike

"5 Itis called “Enhanced” because that was the original term for HSUPA in 3GPP. The MAC level
channel is the E-DCH.
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E-DPDCH

Node B provides relative
Or absolute grant for extra power

The E-DPDCH/DPCCH
Power ratio

DPCCH

Node B controls

Closed loop power control
for DPCCH on each time slot

Figure 4-19. HSUPA power allocation. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

HSDPA, it uses soft handover and uplink transmissions from a given terminal
are received by multiple base-stations in the active set. All base-stations that
are members of the active set can send ACKs — and if a single ACK is received
then the frame is not repeated by the terminal. A NACK is only sent by the
serving cell.

HSUPA scheduling works by the Node B controlling the maximum power
that the terminal can transmit (Figure 4.19). In a CDMA system the total uplink
interference must be tightly controlled. Every single transmission contributes to
abackground level of noise above which each transmission must be “heard”. A
famous analogy is a party — at first, when there are few guests, the background
level of chatter and noise is low and it is easy to have a conversation. Later,
when the party is in full swing, it becomes almost impossible to have a
conversation — everybody shouts louder but you still can’t hear because the
background level of noise is rising as fast as your voice. In the same way a
CDMA cell has to control the uplink interference level at the base-station. This
is, essentially, the transmit powers of all the terminals modified by the channel
transmission to the base-station. As the overall power is increased the through-
put rises initially but soon users at the cell edge are excluded (called cell
breathing — see Figure 4.3) and, eventually, the system becomes unstable
because the power control no longer works effectively.

HSUPA shares out this background interference by allocating power to a
terminal to use over and above that used on the dedicated physical channel
(DPCCH) (Figure 4.19). The closed loop power control keeps the received
DPCCH signal at the base-station constant — so this is extra power for the E-
DPDCH that represents the terminals share of the extra interference that the
Node B has deemed acceptable without causing system instability. The Node B
(only one acts as a serving E-DCH cell and controls the power) is able to make
relative (step up and step down) and absolute grants of power on the E-RGCH
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(E-DCH Relative Grant Channel) and E-AGCH (E-DCH Absolute Grant Chan-
nel) channels respectively.

How the Node B divides up the power between the various terminals is (as
would be expected) a proprietary algorithm —with information about the user’s
priority and other policy-based information passing from the HSS (the Home
Subscription Server — the 3G user data base) to the Node B. QoS on HSUPA is
determined by the terminal’s MAC which can select different coding and
different power offsets (to improve the bit error rate) of individual TTI frames.
Thus delay sensitive traffic would be sent at a lower data rate but with less errors
(for a given power) and the terminal will multiplex different flows using a
(complex), service-specific, algorithm (e.g. IM might get this QoS but MMS
wouldn’t). The terminal, however, decides how the power is used and how it is
split between applications.

As of Q1 2008 there were 36 HSUPA networks (24 in Europe) in operation
around the world (Ref. 11 —Haddon) with 66 devices launched by April 2008).

The following are performance claims for HSUPA (Ref. 12):

» 50-70% improvement in uplink capacity;
» 20-55% reduction in latency;

* 50% increase in uplink data rates.

These will infactbe realised in stages. Table 4.5 shows the terminal types and
maximum (burst) rates for HSUPA. In the first deployments terminals with 2 ms
TTlwill notbe available—and the maximum (burst) uplink rate will be limited to
2Mbit/s or so. This translates to a real application throughput of 300-500kbit/s.

As Figure 4.15 shows the cell uplink capacity will approach 2Mbit/s (in
5MHz) —this, in many ways, is more important to operators than headline data
rates; allowing many VolP, WWW and email users (all quite low uplink data
rate applications) to share the cell.

The introduction of L1 HARQ is also expected to reduce latency — a L1
retransmission takes about 30 ms compared to 100 ms for L2 retransmission.
The 10 ms TTI will limit latency to about 70 ms (one way) but this is expected to
fall to about 50 ms with the introduction of 2 ms TTls.

Terminal Max number Max rate Max rate
category of codes and with 10ms with 2ms
spreading factor TTI Mbit/s TTI Mbit/s
1 1XSF4 0.72 Not available
2 2SF4 1.45 1.45
2SF4 1.45 Not available
4 2SF2 2.0 2.91
5 2SF2 2.0 Not available
6 2SF4 +2SF2 2.0 5.76

Table 4-5. HSUPA terminal categories.
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The key to the (modest) gains over R99 is really the fast scheduling — this
makes better use of the available uplink resources by reacting to the bursty
nature of Internet packet data much quicker than the packet transport service of
R99 (which is very slow to adapt and inefficient for current Internet traffic).

The question for operators is whether HSUPA is really needed. After all,
Internet traffic is highly asymmetric (about 4 to 1 for typical ISPs — why would
mobile data services be any different? The current emphasis on mobile services
is all on TV and music download (see Chapter 7). Two-way video calling was
one of the big flops of early 3G offerings. Video upload from vehicles? Trains
and buses with WiFi on board connecting to the Internet are the best ideas | can
come up with. However, if mobile operators are going to offer broadband data
rates and persuade users to give up a fixed connection completely then a
minimum upload of 256kbit/s will be needed and this, realistically, will require
HSUPA.

EDGE

UMTS networks in the UK — six years after launch - still have not achieved
anything like the coverage of GSM networks. Even by 2008 current figures are 3
billion GSM/UMTS users with 2.8 billion of these using GSM (Ref. 13). GSM is
an effective solution for mobile voice — although CDMA-based solutions
provide three to five times as much voice capacity, in a given amount of
spectrum, GSM systems have other advantages. Firstly, they tend to have larger
amounts of spectrum allocated, the spectrum is at lower frequencies (which
means, in coverage-limited areas, that less base-stations are needed) and the
handsets are cheaper and perform better (e.g. battery life). As | have said —
probably to the point you are getting bored by now? —if all you want to offer in
your mobile network is voice and SMS then the answer — by a considerable
margin —is a GSM system (at 900MHz if possible). Where a GSM system will let
you down is if you want to offer mobile data. GSM has 200KHz carriers which
are divided into eighttime slots —itisa TDMA/FDD system —and typically each
time slot represents one voice conversation. In an urban environment there
might be three carriers allocated per sector and three sectors per cell. Each
carrier would be reused — but not in a neighbouring cell — typically they are
reused every seventh cell (or so) — meaning that each carrier is reused only in
1/20 of the sectors. (15 MHz —atypical allocation in the UK —gives 75 carriers —
so there can be three carriers per sector in a reuse of 20 and still have 25 spare).
Some networks claim a re-use of only 10 —allowing six carriers per sector. Each
carrier can support seven simultaneous voice calls (one time slot is for
signalling) and so 6carriers*7calls*3sectors =126 simultaneous calls per
base-station. Given that dense urban base-stations are 100-200m spacing it
is easy to see how GSM can easily carry large amounts voice traffic. In the UK
there are four GSM operators with 10 000 base-stations each. This is a capacity
of 40,000126 = 5M or so simultaneous calls. Of course this is not quite right as
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what happens (in the UK) is that a security alert or major transport failure
causes a lot of people to make calls from an urban area and a small part of the
network is overwhelmed. In Wales there is loads of unused capacity!! Butyou
get the gist — voice is easily handled by GSM. However, it is instructive to
compare this with WiFi. Each WiFi access point might handle eight to ten
simultaneous voice calls (Chapter 3). To rival the UK GSM network, in pure
voice capacity, requires 500 000 access points or so. In fact there are more
than this in the UK — 20 000 public ones but 2 000000 or so private ones.
(Ref. 14). However, WiFi coverage remains very patchy and services that
offer GSM/WiFi voice solutions (Such as BT’s Fusion product —see Chapter 7)
have not been a runaway success.

Prior to the introduction of GPRS (General Packet Radio System — see
Chapter 2) all data on GSM was handled by having circuit connections open
for the length of the data session. GPRS has the advantage, for the operators at
least, that users are charged by packet volume — as opposed to time — and that
higher data rates were possible (up to about 64Kbit/s). Figure 4.20 shows some
measurements made on GPRS that illustrate why it is a frustrating experience
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Just Pushing 18.230 19.313 19.050
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Combined Pull 12.361 15.728 14.033

Figure 4-20. GPRS data rates (BT measurement summer 2007 (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)
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when compared to fixed broadband. Data rates of over 40kbit/s (at the
application level) are very rare — operators can decide how many of the eight
time slots in each carrier they will dedicate to GPRS — and this is then shared
between users. Each timeslot can deliver about 10kbit/s and most devices are
limited to being able to aggregate four slots — meaning 40kbit/s is a typical
maximum data rate — something like a dial-up connection — remember those?
My Grandma used to tell me about them! The delay is also massive by fixed
broadband standards — typically 500ms or longer. This rules out all real-times
services (VolP, two-way video, gaming etc.) and can even be frustrating for web
browsing. The original i-Phone only had a GSM radio and is forced to use GPRS
when out of range of WiFi — | have tried and swapped my stopwatch for an egg-
timer when waiting for maps to load!"®

In Release 99 support was added for EDGE — Enhanced Data rates for GSM
Evolution — and this is now widely deployed in the US — so the i-Phone works
much better across the pond. EDGE can be deployed in the usual GSM bands
(850, 900, 1800 and 1900MHz) and, more or less, doubles capacity for data
andtriples the maximum datarates. Infactthe network is only altered atthe BTS
and BSC level and, in the case of more modern installations, is a firmware
upgrade only. When the network has been upgraded for EDGE it is known as a
GERAN (GSM EDGE Radio Access Network). GPRS phones are backwardly
compatible with EDGE and so adding EDGE is a fairly minor upgrade.
Nevertheless, it is interesting that many European operators have not bothered
with EDGE - having paid a King’s (and, in some cases, A Queen’s, Duke’s and
Archbishop’s as well) ransom for 3G spectrum, they have concentrated on data
service launches on 3G. In the US EDGE is much more widespread.

The techniques used in EDGE are, in fact, very similar to those employed in
HSPA with three main mechanisms. Firstly, GMSK (Gaussian Mean Shift
Keying) — which offers only one bit per symbol — is augmented by 8-PSK
(Octagonal Phase Shift Keying) which offers 3 bits per symbol (2*2*2 is 8!). In
addition EDGE can select from five coding schemes for 8-PSK and three for
GMSK to match the radio conditions between the terminal and the base-station.
Again we see that GPRS was conservative — setting a single modulation and
coding suitable for cell edges in a coverage limited deployment (meaning cells
are widely spaced because they are not fully loaded and terminals are generally
far from the base-station). As GSM became successful — beyond its inventors’
wildest dreams — it became clear that in urban deployments the system is
capacity limited and terminals spend quite a lot of time close to base-stations
where the signal to noise/interference level is much better than at the cell edge
and will easily support a higher-order modulation. The key to enhanced data
rates is the fact that terminals, in real systems, often experience a much better
signal to noise/interference level than is needed for GPRS. It has been estimated
(Ref. 15) that in a typical urban macro cell, with loading from 15-75% of
capacity, that 50% or more have a better signal to noise/interference level than

' At the time of final writing — July 2008 — Apple had just launched a 3G version.
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is needed for GPRS and EDGE offers between two and three times higher data
rates than GPRS for these users. With typical rates up to 30 kbit/s per time slot
the (absolute max!) rate for EDGE is about 120 kbit/s (at the application level —
200 kbit/s is typically quoted but this overestimates what you will really get for
FTP, say), EDGE also introduces the same QoS system as used in UMTS with
support for services such as video streaming (VolP is not possible due to the
long delays).

EDGE is not standing still and is set to evolve further. In Release 7 EDGE is
enhanced by:

» Adding 16 QAM (Quadrature Amplitude Modulation) which offers 4 bits per
symbol — as terminals close to the base-station have signal to noise/interfer-
ence ratios that can exploit this.

» Allowing reception on more than one carrier —with reception possible on up
to 16 time slots and transmission on 8.

* Diversity receivers in the terminal — these improve the signal to noise/
interference ratio by mitigating fading. In addition they will be more resistant
to interference and allow some carriers to operate in a higher cell reuse
pattern — increasing overall system capacity.

» Reducing the Transmission Time Interval (TTI) — as in HSDPA. This will
reduce the very long latency of EDGE.

With all these improvements — all relatively trivial in terms of network
upgrades — the maximum rate for EDGE gets close to the magic 1 Mbit/s
(downlink and 500 kbit/s uplink) speeds that HSPA offer. In Europe and Asia
Pacific, however, the emphasis is firmly on 3G.

EVDO and CDMA2000 Evolution

Chapter 2 describes CDMA2000 and its voice/data networking elements. In
essence CDMA2000 is very similar to UMTS — except that it operates with
carriers of 1.25 MHz (as opposed to 5 MHz for UMTS). CDMA2000 is widely
deployed across the whole of North and South America as the primary 3G
technology. It is also deployed alongside UMTS in Asia Pacific (Japan, China
andKoreain particular) as well as having deployments in Africa, Eastern Europe
and India (see Ref. 16 for the latest list). CDMA2000 has a data capability
roughly equivalent to that of UMTS. It also has much the same issues of low
maximum data rate (Release 0 of CDMA2000 1X supports data rates of up to
150 kbit/s but averages 60-100kbit/s in commercial networks), and long
latency (500-1000 ms). Figure 4.21 shows the, slightly complicated, evolution
path for CDMA2000 networks. There are two paths shown —EVDO (Evolution-
Data Optimized or Evolution-Data only) and EVDV (Evolution — Data and
Voice). EVDV has been abandoned commercially (hence it is grayed (sic) out)
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Figure 4-21. CDMAZ2000 evolution path. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

leaving only the EVDO path. The difference with UMTS is that EVDO requires
an entire 1.25 MHz carrier to be devoted to it — EVDV would have allowed
voice and data to be mixed on the same carrier.

EVDO Rev.0 was first deployed in Korea in 2002 and incorporates much the
same techniques as HSDPA and yields a very similar spectral efficiency:

* A shared downlink channel — capable of concentrating resources on term-
inals with good Carrier to Interference (C/I) ratios.

 Higher order modulations — to exploit situations of high C/I.

» Adaptive modulation and coding to suit the specific radio connection
between the mobile and base-station.

* Fast scheduling with shorter TTI — allowing rapid adaptation to changing
radio conditions.

e Fast Hybrid ARQ (HARQ).

One of the major disadvantages of EVDO is that the entire carrier
(1.25MHz) is dedicated to data and it is not possible to dynamically allocate
resources between data and voice as is possible in HSDPA. Networks quote
peak rates of up to 2.4 Mbit/s EVDO Rev. 0 — but measurements (Ref. 17)
show typical throughput is about 600 kbit/s downlink and 90kbit/s uplink
with a latency of about 420ms round trip. This is roughly comparable to early
HSDPA - but the latency is at least twice as high. Figure 4.22 shows the
EVDO architecture.

Currently networks such as Sprint and Verizon are busily deploying EVDO
Rev. A —this is an upgrade to allow much faster uplink traffic using much the
same techniques as HSUPA including:

e Fast Hybrid ARQ;
» Fast uplink rate control and scheduling;

« Adaptive coding and modulation;
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Figure 4-22. CDMA EV-DO Rev 0/A/B. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

e Shorter Transmission Time Interval (TTls);

» Soft handover in the uplink with fast cell selection in the downlink.

It is reckoned (Ref. 18) that Rev. A will increase the uplink burst rate from
150 kbit/s to nearer 1 Mbit/s in real deployments. In addition Rev. A increases
the maximum downlink burst rate from 2.45 to 3.1 Mbit/s and substantially
reduces latency to (of the order of) 50ms one-way. More advanced QoS
mechanisms allow application-based QoS - meaning that Rev. A should
support VolP and PTT (Push To Talk) easily. Whether operators switch to VolP
is another question — deferred for now until a later chapter.

Moving beyond Rev. A comes. .. you guessed it Rev. B! Rev. B is in fact
quite an important step for CDMA2000. The big difference (and a major
disadvantage), compared to UMTS, is the small fixed carrier size of 1.25 MHz.
Rev. B allows operators to combine up to three carriers for a maximum
downlink burst rate of 9.3 Mbit/s. It also offers much greater flexibility in how
carriers are allocated to different sectors on the same base-station — with
different allocations to different sectors. Rev. B also does away with the need
for strict frequency pairing — more capacity can be allocated in the downlink
than the uplink if the traffic profile is skewed in that direction with streaming
video and music downloads, say. Rev. C is still on the drawing board and uses
many of the same ideas as LTE — so | have put them together at the end of the
chapter.

Femtocells

Imagine you are a mobile operator with a 3G mobile network — in most
countries this will be a fairly “thin and crispy” (after the pizza) network —
meaning that the network is built for coverage and not for capacity (as would be
expected in a relatively new and growing network). In fact most 3G networks —
certainly in the UK — are under-loaded and have a lot of spare capacity. One of
the main reasons for this — as we have seen before is that most of the traffic is
voice and SMS. To build on our earlier example —the four GSM networks in the
UK were capable of carrying all the voice traffic generated in the country back
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in 1995. Five shiny new 3G networks —each with 3-5X the capacity of GSM —is
clearly overkill for voice and the odd web browsing session. So capacity is not
currently anissue but it might be going forward. If mobile data takes off —which
it is showing slow signs of doing — then the extra capacity required going
forward will be 10-100 times current levels (or even more—in the UK in 2007 it
was reported mobile data grew by 800% — albeit from a low base). Currently
16 M broadband users in the UK download, on average, about 1-2 Gbyte per
month. How much of this could be off-loaded to the mobile network? Well a
typical mobile network in the UK has 6000 3G base-stations — each with three
sectors say. At a very maximum they could offer 2 Mbit/s per sector per 5 MHz
carrier with HSDPA. So the maximum instantaneous load would be:
6000*3sectors*2Mbit/s/carrier*2carriers = 54 Gbit/s. In practice, however,
networks rarely run over 50% capacity and the demand would be uneven,
plus the backhaul would need to be upgraded — since this is typically a very
expensive part of the cost of running a mobile network. However, let’s say that
11Gbit/s (20% efficiency) is possible in reality. How many DSL users would
that support? Well typically DSL is 2 Mbit/s with 50: 1 contention ratio (50
people share 2 Mbit/s) — so 11 Gbit/s is 11 000 Mbit/s/2 Mbit/s*50 = 275,000
users. The need for more capacity is obvious.

Mobile networks are also short of capacity for heavy Internet users. Internet
users are currently polarised into light users (who consume about 1 Gbyte/
month) do email, book tickets and watch the odd video and heavy users
(8 Gbyte or more) who watch videos, download heavily and are P2P (Peer to
Peer) file sharers or run servers. Mobile networks just don’t have enough
capacity to cope with heavy users. Mobile TV to small handsets doesn’t require
that much bandwidth (the screens are too small) but if mobile networks are to
challenge fixed broadband then they will need to cope with much higher data
volumes. So it is likely mobile networks will restrict P2P traffic in a way that
fixed operators have (to date) not been able to. Another specific issue for 3G is
that the 2 GHz frequency band is not good at penetrating buildings to provide
indoor coverage — typically signals drop 10dB (X10) next to a window and
20dB (X100) inside a house or building—in 3G as the signal level drops so does
bandwidth (Figure 4.23).

And then there is the cost! Mobile networks will be competing with WLANs
(which are currently expensive at public hot spots but —through initiatives such
as FON (see Chapter 3) and lax security — often offer free access). What are the
options for increasing data capacity in a mobile network? Remember (Chapter
2) the capacity of a mobile network (simplified) is given by an expression like:
No. of users/mile” =density of base-stations (no/mile?) * spectrum (Hz) *
efficiency (Bit/s/Hz)/bandwidth of call/session (bit/s)

From this the most obvious answer is to build more base-stations — moving
from “thin and crispy” to “deep pan”! That, however, is expensive. New sites,
backhaul, protests over masts on schools, vicars wanting their cut for access to
the church tower .. . it all adds up. So the next obvious solution is to acquire
more spectrum —but that is also expensive and only sporadically available. The
next term in the equation is efficiency — so any increase in spectral efficiency
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Figure 4-23. Probability of call success for different environments. (Source: BT.
Reproduced by permission of © British Telecommunications plc.)

will proportionally raise capacity. HSPA might raise capacity by a factor of 2 in
the next two to three years (Figure 4.15) but the current solution for more
spectrum and higher efficiency is a brand new air interface called LTE (Long
Term Evolution) — which is the subject of the next section but will not be
available until about 2011-12. However, coming back to the current discus-
sion — how do | dramatically (say 10 times) increase the capacity of a mobile
network without spending shed loads of cash on new base-stations but before
LTE arrives? The answer is Femtocells!

AFemtocell isthe next progression inthe line macro, micro, pico (small base-
station often in a hotel or railway station — same as macro/micro only smaller)
and nano base-station (very small base-station for an office that connects over
IP to the normal mobile network).

A Femtocell is even smaller — covering about 20-30 m —and plugs into a DSL
line. As far as the user and the mobile terminals are concerned it still looks just
like a normal base-station and all services are exactly the same. There are a
number of different usage models for Femtos — but here is a popular one. A user
goes to the local electrical store/supermarket and buys a Femto for (say) £60.
They then sign up with their mobile operator to have a home Femtocell - for
which there is some incentive such as lower charges when connected to the
Femtocell or new services (e.g. mobile TV) or just much improved indoor
coverage. The mobile operator sends the user a SIM card that is inserted into the
Femto to allow the mobile network to control it and prevent rogue base-stations
being attached. The user then simply plugs the Femto into their DSL router (it
might attach via WLAN) and starts to use it. For the mobile operator there is no
outlay (except for a gateway to aggregate all the home cells before they hit the
mobile network —since mobile networks are designed for 10 000 base-stations—
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Figure 4-24. Femtocell architecture. (Source: Author. Reproduced by permission of ©
Dave Wisely, British Telecommunications plc.)

not 1 million) — and no backhaul costs. In theory the capacity of each Femto
could be 2 Mbit/s with HSDPA on a single carrier today and 4Mbit/s in the
future. Figure 4.24 shows the overall set up.

Femtos sound like a great idea for mobile networks but there are a number of
key issues that need to be resolved and are currently the focus of trials and
debate in the mobile community.

Firstly and foremost is the question of cost. Persuading people to go and
spend £50-£100 to buy a device that just improves the mobile network will
need some powerful incentives in lower call charges. On the other hand the
operator might send them out as part of a deal but, again, that cost would need
to be recovered and simply giving away a Femto and getting back less revenue
(because users make the same calls at a lower cost) is not attractive. One of the
main cost elements is the timing of the cell. In atypical mobile handset there is a
crystal oscillator that controls the frequency and timing of transmissions. In
normal operation the mobile frequency is controlled by a much more accurate
(and costly) oscillator in the base-station. This is important as tight frequency
control is needed to allow mobiles to listen to neighbouring base-stations for
handover. The upshot is that you either put an expensive crystal oscillator in the
Femto (£100) or use a cheaper one but accept that handover to neighbouring
cells is not possible. Even at £70 or so the feeling is that the cost is still too high
(compared to £25 or so for a WLAN router).

Secondly, there is the question of attaching the Femto to a mobile network.
They could have an |, or |, interface and operate like normal Node Bs but this
is not a scaleable solution as existing RNCs and MSCs etc. are designed to deal
with only a limited number of base-stations. It is generally acknowledged that
some form of gateway or aggregation function is needed.

Thirdly, there is the issue of the ISP backhaul — what happens if the 3G traffic
uses up the monthly limit of the DSL line? Will ISPs be happy to allow mobile
data to transit their IP networks? Then there is the question of QoS — will DSL
lines need to be QoS-enabled to support Femtocells? Early studies suggest
probably not but that does not mean that there will not be issues —especially for
real-time services (voice, video etc.) at peak times. This also goes to the heart of
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one of the major cost questions for the mobile network — backhaul. Typically
the base-station (Node B or BTS) is stuck out on a farm, up some remote Welsh
valley oron a garage roof say. To connect them to a BSC or RNC requires one or
more E1 lines. E1 lines are 2 Mbit/s circuit connections — they are dedicated
links with tight timing control with very low loss, no jitter and low latency —
ideal for the TDM requirements of GSM or the ATM transport of 3G. However,
there is only one drawback —they are very expensive — hundreds of times more
expensive than DSL. Most “low cost” alternatives to mobile networks for data —
and that includes WLAN, Wireless cities and Femtos — are predicated on the
fact that this is overkill for most IP traffic. In fact it is now recognised that bursty
IP traffic can be statistically multiplexed very successfully on a common pipe
and that even voice and video applications — with advanced buffers and
heuristic fill-ins for lost packets etc. — work pretty well without dedicated
backhaul. So, perhaps, the future of cellular mobile will be decided by back-
haul costs? Again there are lots of distorting factors — backhaul in the Welsh
valley in order of magnitude more expensive than in London but there seems
little chance of introducing regional call pricing. Service pricing — where the
price of some bits is higher (e.g. voice) has slipped away from the ISPs and is
slipping away from the mobile operators (“three” have put Skype clients on
some of their handsets). Finally all-you-can-eat tariffs are unfair to light users —
my Dad used to consume less than 1Mbyte a month on broadband. We will
continue this discussion in the concluding chapter — but for now note that
Femtos are attractive partly because they offload heavy traffic onto a much
cheaper form of backhaul.

Finally, there is a regulatory question about Femtos. How can mobile
operators ensure that rogue access points aren’t used or that malfunctioning
Femtos end up blocking mobile signals? Who is responsible for a Femto? If |
buy it and plug into my DSL does old granny Stevens — who lives in the flat
above — use my Femto as well? If so, what happens if she is making an
emergency call and my son knocks the power lead out of the Femto? Who is
responsible if another neighbour starts downloading child pornography over
my DSL line via the Femto? Does that mean only my own family can connect?
But in a block of flats there would be quite a bit of interference if everybody
had to have their own Femto? At the moment there are ideas about locking
Femtos to networks with SIM cards in them — to ensure they are correctly
registered —and to limit access to a set of mobiles (i.e. the family) but trials are
taking place to try and resolve some of these issues. Femtos will also have to
be location-locked —meaning that they only operate where they are parented
to amobile operator with a licence (so that | don’t take my Femto from the UK
to Germany say).

There is lots of hype, a few trials and quite a number of conferences on
Femtos; there is even a Femto forum (Ref. 19). Whether Femtos actually get
deployed in large numbers really depends if people want mobile data in serious
volumes. If they do then a whole range of solutions might compete — WLANSs,
WiIMAX and Femtos. If mobile data rates grow only slowly then LTE might
introduce enough capacity.
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4.8 LTE

LTE — Long Term Evolution —is a 3GPP standards term for a completely new air
interface —based on OFDM and smart antennas —and an all-IP network. As we
will see in the next chapter these are indeed the key element of WiMAX and,
indeed, LTE is seen by some commentators as a response to the emergence of
WiMAX which is promoted by a different range of companies and comes from a
different standards body (the IEEE). WiMAX is being promoted as a technology
that will deliver very high data rates (5Mbit/s+) to mobile users with low
latency with a low cost network. Undoubtedly the choice of WiMAX by Sprint-
Nextel asa “4G” technology (Ref. 20) for a $3B roll-out has caused plans within
3GPP to be accelerated. LTE is also motivated by a desire to offer higher data
rates than HSPA will be capable of. It will also reduce the Capex and Opex costs
of running mobile networks. Much of the drive for LTE is coming from the
NGMN (Next Generation Mobile Networks) group which represents an
enormous customer base:

e China Mobile Communications Corporation;
e KPN Mobile NV;

e NTT DoCoMo Inc;

e Orange SA;

« Sprint Nextel Corporation;

e T-Mobile International;

» Vodafone Group PLC.

The NGMN group has published a whitepaper (Ref. 21) which summarises
the requirements for LTE:

« Significantly increased peak data rates (instantaneous downlink peak data
rate of 100 Mbit/s in a 20 MHz downlink spectrum (i.e. 5 bit/s/Hz);

¢ Increased cell edge bitrates;

* Improved spectrum efficiency (2—4 that of HSPA);

* Improved latency (<30 ms);

e Scaleable bandwidth;

e Reduced CAPEX and OPEX;

» Acceptable system and terminal complexity, cost and power consumption;

» Compatibility with earlier releases and with other systems;

» Optimised for low mobile speed but supporting high mobile speed;
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 Capable of flexible operation in different spectrum allocations (operate in
1.25,1.6,2.5,5,10, 15 and 20 MHz allocation, uplink and downlink, paired
and unpaired.

In order to meet these requirements there are a number of candidate schemes
being discussed within 3GPP but it is already clear that LTE will use OFDMA
(Orthogonal Division Multiple Access — the same as used by WiMAX) in the
downlink to achieve the required data rates and efficiencies. Itis also clear that
the complex soft handover of W-CDMA has been abandoned and that the
network will be much simpler and “all-IP”. Currently the LTE plan has been
endorsed by 3GPP Project Co-ordination Group and an initial study was
completed in September 2006. There is great optimism that the relevant
standards (Release 8) can be finalised by 2008 and that deployment might
take place in 2011-12. Certainly the all-IP network element is lagging far
behind. The latest news isthat some early LTE systems were demonstrated at the
Mobile World Congress (formally 3GSM) in Barcelona February 2008.

In this section we will briefly review the technical innovations that are being
proposed for the air interface, look at the all-IP network evolution and, finally
evaluate the more commercial aspects of LTE. Also | have included a short
section on EVDO Rev C —for adherents of the CDMA2000 family. The details of
OFDM and smart antennas are left for the next chapter on WiMAX where you
can find much more information on these.

LTE has a goal to reach downlink speeds of 100 Mbit/s and 50 Mbit/s uplink
with a latency (one way terminal to Node B) of 10 ms. This sounds impressive —
but this is more a burst rate than a sustained (IP level) transfer rate. If you
remember that HSDPA can achieve 7.2 Mbit/s burst rate at the physical layer
then this looks more realistic. In order to achieve this LTE will utilise several
physical layer techniques:

e Scalable bandwidths of 1.25, 2.5,5, 10 and 20 MHz;

« Smart antennas for the downlink (4 x 2,2 x 2,1 x2and 1 x 1') and uplink
(Tx2and1x1);

» OFDM (Orthogonal Frequency Division Multiplexing) in the downlink;

» SC-FDMA (Single Carrier Frequency Division Multiple Access) in the uplink;
* Very short transmission time slot (TTI) (0.5 ms);

e Fast PHY Layer HARQ in both down and uplinks;

» Adaptive modulation in downlink (QPSK, 16QAM, 64QAM);

» Adaptive modulation in uplink (BPSK, QPSK, T6QAM).

7 NxM denotes N elements at the base-station (transmitter) and M at the terminal receiver.
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The 100 Mbit/s downlink speed refers to a 20 MHz spectrum allocation with
OFDM and smart antennas —all of which (including wider spectral bands) tend
to increase the spectral efficiency. One of the key goals of LTE was to move
away from the fixed 5 MHz carriers of UMTS. In fact LTE is planned to be three
to four times more efficient in the downlink than Release 6 HSDPA and two to
three times more efficient in the uplink. Since these figures refer to HDPA with
type 1 receivers the spectral efficiency gain of LTE over an HSDPA downlink
with more advanced receivers will only be a factor of 2 or so. This gain will
come from a switch to OFDM in the downlink with smart antennas. OFDM is
described in great detail in the next chapter on WiMAX and so there is no point
in going over why it is more efficient than CDMA — but most of the factor of 2
efficiency gain comes from the use of smart antennas — which CDMA systems
don’t benefit from to any great extent due to their wideband nature.

In the uplink it is worth saying a few words about SC-FDMA - as, unlike
WiIMAX, LTE is not using OFDM in the uplink. The major disadvantage of
OFDM, certainly for mobile terminals, is that it requires a high Peak to Average
Power Ratio (PAPR) —this happens because the individual signal modulations
on the many orthogonal carriers occasionally peak together requiring a very
high transmit power. The problem comes in the use of a power amplifier just
before transmission —as any hifi buff will tell you that amplifiers are only linear
(i.e. nodistortion and sound good) when they are operating at a fraction of their
maximum power. Unfortunately for OFDM the amplifier needs to be operating
in a linear region even at peak transmission levels — so the average operating
point has to be backed-off a long way down in the linear region — where the
power efficiency of the amplifier is poor: 20% or so. In GSM, by contrast,
the PAPR is much lower and the average operating point of the power amp can
be set much higher - yielding efficiency nearer 70%. For handheld terminals
this can make a huge difference to the power consumption of the terminal.

The LTE uplink gets around this by using SC-FDMA —which is just like OFDM
with orthogonal frequencies but, instead of each terminal using all the sub
carriers, only a few (different) carriers is used by each terminal. This greatly
reduces the PAPR and, hence, the battery consumption. The trade-off, however,
is that multipath is no longer eliminated (since the 50Mbit/s uplink is now
confined to a narrower bandwidth) and adaptive equalisation is needed at the
base-station. This is not such a disadvantage as a complex, power-hungry
equaliser at the base-station is cheap and has no implications on the handset
battery life. Another interesting feature of LTE is that it is expected to be an FDD
system with paired spectrum (although supportfor TDD is also included). This is
the reason why beam forming has been excluded from the standards, since this
works best in TDD systems where the uplink (say) can be used to accurately
estimate the downlink channel. Only diversity (n x 1 or 1 x n) or downlink
MIMO (Multiple In Multiple Out antennas 4 x 2 and 2 x2) are being
developed.

So LTE might have lower battery consumption and slightly higher data rates
than WiMAX. What other differences are there? Firstly, LTE is targeting a very
low latency — 10 ms round trip time between the terminal and the (evolved)
eNode B. This is achieved by using a very short TTI (0.5 ms) as well as a flat
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architecture (see below) whereby the RNC and Node B are effectively com-
bined in an eNode B. Set up times from idle are also expected to be very low at
65-95 ms. LTE will also ditch the complicated softhandover of CDMA and offer
hard handover only. This is negotiated directly between the old and new eNode
Bs, eliminating the RNC needed for HSPA hard handover. In addition packets
are tunnelled from the old to the new base-stations — giving a service interrup-
tion target of 30 ms or so — adequate for VolP.

LTE standardisation in 3GPP is effectively split into two parts — with the RAN
working group looking at the air interface and radio and the Systems Architec-
ture group is tackling the all-IP network (known as the SAE — Systems Archi-
tecture Evolution — standards attendees don’t have much imagination!). Work
of SAE is not as far advanced as in the RAN work and many more details still
remain to be decided at the time of writing (QQ2 2008). The LTE core is all-IP so
there is no circuit switched (CS) part and all services (including voice) are
delivered over the packet core. The intention is also that SAE becomes the core
for non 3GPP access technologies—such as WiMAX and WLAN with interfaces
for these technologies to connect. Compared to a UMTS core the LTE SAE
(Figure 4.25) is compressed with the Node B and most of the RNC functionality
merged to create an evolved eNode B - this is aided by the removal of soft
handover. All of the core network functions go into an “Access Gateway” that
actually consists of several logical elements (Figure 4.25):

» Mobility Management Entity (MME) that takes the control plane functions of
the SGSN;

 User Plane Entity (UPE) and 3GPP Anchor that take some RNC functions (e.g.
the PDCP), the SGSN user plane functions and the GGSN functionality. Note
the split between the UPE and 3GPP anchor is not yet decided.

o SAE Anchor — that provides access for non 3GPP systems — such as WLAN.

Figure 4-25. LTE network architecture. (Source: Author. Reproduced by permis-
sion of © Dave Wisely, British Telecommunications plc.)
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Figure 4-26. LTE stack protocols. (Source: Author. Reproduced by permission of ©
Dave Wisely, British Telecommunications plc.)

Figure 4.26 shows how the (hopefully by now) familiar protocols are
distributed between the terminal, eNB and UPE/MME. The NAS (Non-Access
Stratum) is basically the IP layer from the gateway (IP address, QoS etc.).

The whole point of SAE is to lower network costs and complexity. This has
been achieved, firstly, by removing the need for soft handover — which itself
allows the network to be “flattened” with the effective removal of the RNC.
Secondly, all transport is now IP — so the circuit switched (CS) core has
disappeared. In terms of backhaul the expensive E1 circuits required to support
ATM are replaced by Ethernet transporting IP.

Other features of LTE include support for operating as a single frequency
network to support MBMS (Multimedia Broadcast Multicast Service) — this is
explained in Chapter 7 but is the cellular industry’s solution for broadcast
services such as TV. Basically all base-stations have to be fully synchronised
and devote a portion of their resources for broadcast services. In the case of LTE
thiswill allowthe use of IP multicast. If youare particularly interested inthe MAC
andPHY detailsof LTEthen Ref. 22 givesanoverview andthestandards are listed
atthe end of the chapter (don’tforget you also need to get your anorak cleaned!).
Ingeneral they areverysimilartothosein HSPAand 3G. Resourcesareallocated
by a dynamic scheduler in the eNode B - these can be long-lived or dynamic
and, forthe uplink, resemble the resources maps of WiMAX save for the fact that
only a fixed number of sub-channels are allocated in SC-FDMA in the uplink.
Security reuses much of the 3G SIM based system and QoS is provided by
terminal and eNode B schedulers asin HSDPA. All services are provided by the
IMS with gateways to non IP networks (see Chapter 6 on the IMS).
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HSPA (Rel.6) LTE
Downlink Peak Rate Mbit/s 14.4 144
Downlink Spectral Efficiency (Bit/s/Hz) 0.75 1.84
Uplink Peak Rate Mbit/s 5.7 57
Uplink Spectral Efficiency (Bit/s/Hz) 0.26 0.67

Table 4-6. Results of modelling the various phases of HSPA and LTE (LTE Forum).

So, having had a (very rapid) tech overview of LTE the first question is
probably “will it work”? There is certainly some evidence that burst data
rates will approach 100 Mbit/s (at the PHY layer) in the downlink with a
20MHz channel allocation. Table 4.6 (LTE Forum) shows the results of
modelling HSPA and LTE — again they offer, | think, indicative and compar-
ative, rather than definitive answers but you can see how LTE stacks up with
HSPA. Ref. 23 gives some further published rates for LTE modelling.

Is LTE Fourth Generation Mobile? Well it certainly fits well with the evolution
of the previous generation in that it is a totally new air interface, will appear a
decade after the previous generation and will offer something like five times
improvement in general performance (e.g. data rate). On this measure it
probably should be termed 4G.

However, some within the industry see 4G as synonymous with “IMT
Advanced”. The timeline for IMT advanced deployment is roughly 2015 with
a headline data rate of 100 Mbit/s targeted. Indeed LTE has now been registered
with the ITU as a 3G technology and something called “LTE advanced” has
appeared as a study item to represent 3GPP’s IMT advanced (i.e. 4G) technol-
ogy offering.

Some of this posturing is about managing spectrum costs: as Adrian Scrase
said at a recent LTE conference (Ref. 24) “Don’t fuel the licensing debate
by improper use of the term ‘Generation’” and industry insiders continue
to use the term 3.9G. So, maybe, we can settle on 3.9G for LTE? For an
update on possible spectrum for LTE have a look at the spectrum section of
Chapter 2.

It is legitimate to ask what users will do with 100 Mbit/s on the move? The
author has a laptop with a crack in the back of its screen — sustained whilst
attempting to see how far down the street a WLAN would transmit a streamed
DVD! Unless screen technology improves — with something novel such as
retinal scanning orimmersive 3D visualisation —how will T00Mbit/s be used? It
is now possible to buy 1TByte hard drives for £300 or so, Flash memory cards up
to 50 Gbyte are also becoming available and will start to appear in mobile
devices. Given that a typical film takes about 100 Mbyte storage for replay on a
mobile device — it would be possible to cache the top 500 films on a 50 Gbyte
flash card (and in five years 10 000 films with miniature hard drives). With such
caching facilities and also the rise of short range, high bandwidth, access
technologies — such as WLAN and Ultra Wide Band — which can “top up” and
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refresh such prodigious cachesthen itis hard to envisage a real use for these very
high data rates. Maybe homes will go completely wireless and all services —
including HDTV will be delivered over cellular? Sadly there is not
enough capacity (Ref. 25) even for LTE to convey IPTV to a large number of
homes.

Finally, a quick summary of the position for EVDO afficionados — what is the
LTE equivalent for a CDMA2000 network? The answer is EVDO Rev.C which
uses. .. Yes you guessed it. .. OFDMA with MIMO and an all-IP network. Key
aims of Rev.C are:

« Scalable solution capable of deployment in existing cellular and PCS
spectrum;

» Major improvements in VolP efficiency (over Rev.B);

 Support for higher bandwidth symmetric services — including video
telephony;

* MIMO antennas to increase up and down link data rates;
e Use of OFDM;

« Sectorisation techniques using smart antennas (e.g. Spatial Division Multiple
Access — see WiMAX Chapter 5).

Work started in 3GPP in March 2005 and two camps quickly emerged:
Strictly Backward Compatible to allow Rev.A/B mobiles to share carriers with
Rev.C and Loosely Backward Compatible - requiring Rev.A/B and Rev.C users
to be on different carriers whilstallowing a reuse of much of the mobile stack. In
the end the loose camp prevailed. Key differences of Rev.C to LTE are the use of
noncontiguous spectrum (to allow odd chunks to be used) and a hybrid CDMA-
OFDM uplink. CDMA is used for control messages (fast access, power control
and handover) and (optionally) for low latency, low rate traffic such as VolP and
gaming. Handover is also complicated as up and down links may be to different
base-stations! Ref. 26 gives the following performance improvement with Rev.
C (Table 4.7).

At a recent conference (Ref. 28) it was suggested that actually the evolution
path for EVDO would be more likely to be LTE — which would create further
unification in the diverse 3G standards.

Rev. 0 Rev. A Rev.B Rev.C Rev.C

(1.25MHz) (1.25MHz) (5MHz) (20MHz) (20 MHz) +MIMO
Downlink Mbit/s 2.4 3.1 14.7 70 260
Uplink Mbit/s 0.153 1.8 5.4 70

Table 4-7. EVDO RevC possible performance (Ref. 26).
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4.9 Conclusion

3G was originally marketed as bringing in lots of whizzy new services: video
calling, football highlights, messaging and so on. Then the Internet happened
and it was re-branded the Mobile Internet. Sadly its design pre-dated IP and it
was soon obvious that 3G was much better suited to cheap voice. Technical
limitations of the radio interface meant long set up times, high latencies and low
data rates and these have held back Internet-style services — such as VolP, IM
and email. 3GPP and 3GPP(2) have recognised this and delivered to the
industry a series of upgrades that attempt to improve all these aspects of the
mobile data experience. Crucially for operators they are cheap — a few $ per
customer (especially with handsets churning every 18 months or so) — and
evolutionary (with each upgrade building on the last and fully backwards
compatible).

The performance of HSPA and EVDO Rev A/B is now starting to reach the
level provided by fixed broadband — in terms of cost as well as data rate. For
broadband users with small appetites then the option of using mobile networks
for data as well as voice is becoming attractive. So attractive that 18% of
Austrians did justthatin 2007 and the incumbent fixed operator reduced prices
by some 40%. Of course there is a limit —the current networks are not going to
support file sharing and IPTV —there just isn’t enough capacity. A whole lot of
new spectrum and more efficient technologies will be needed for that
transition.

The key for the Mobile Operators is whether they are able to continue selling
all this extra capacity as services that are brought directly from the operator —
like music downloads, video calling, rich VolP services — or whether they
simply sell it per Mbyte as broadband currently is and the likes of Google, Visa
and Amazon hoover up all the value add. The answer to this question is also at
the heart of what operators will do with technologies like WiMAX and LTE that
move them further towards broadband and further from circuit voice. In the
wider scheme of things these technologies are not 4G — | think the term 3.5G is
about right — since they give us what 3G promised all those years ago.
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Chapter 5: WIMAX

5.1 Introduction

It is hard to read anything about cellular mobile without coming across pre-
dictions and headlines that WiMAX is going to revolutionise mobile data —either
by dramatically increasing data rates (“It has a service range of up to 50 Km
and provides data rates of up to 280 Mb/s per base station”) or reducing costs
toresidential broadband-like levels (Ref. 1). Some have hailed ita 4G technology
—including Sprint Nextel in the US choosing it as its next generation mobile data
technology and promising a roll-out in the next two to three years.' There are
otherreasonsto getexcited about WiMAX. Firstly, it uses a new-fangled physical
layer technique called OFDMA (Orthogonal Frequency Division Multiplexing
Access) — splitting the spectrum available up into hundreds of orthogonal
(independent) carriers and then adjusting each carrier to the exact radio
propagation on that carrier. Secondly, WiMAX systems can easily employ smart
antennas —which really means multiple antennas — at the receiver, base-station
or both. Smart antennas are able to get away from 360 degree omni directional
transmissions and target much narrower beams. In certain circumstances smart
antennas — with M transmitters and M receivers — can achieve up to an M-fold
increase in transmission rates.

! “Sprint Nextel has created a unique business model designed to foster the rapid deployment
and adoption of mobile WiMAX technology in the United States and abroad. Sprint Nextel is
expecting toinvest $1 billion in 2007 and between $1.5 billion and $2 billion in 2008 relating
to the 4G mobile broadband network. The WiMAX technology to be deployed in the network
is expected to offer a cost-per-megabit and performance advantage that reflects a substantial
improvement in the comparable costs for the current 3G mobile broadband offerings” — Sprint
News Ref. 2.

IP for 4G Dave Wisely
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-51016-2
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WiIMAX is also exciting because it comes not from the usual mobile
standards bodies (3GPP and 3GPP2) but from the IEEE. The IEEE is much
more a computer industry body — with close links to computer chip vendors
and industry players. The leading proponents of WiMAX are companies such
as Intel and Samsung — whilst traditional mobile industry players have been
more lukewarm towards WiMAX. One of the exciting things about WiMAX is
that it might integrate better with IP technologies and be better suited than 3G
for IP data applications. As we have seen, 3G — with its need for an ATM
transport technology and long latency and even longer data transfer session
set up times —is not well matched for IP applications. The inference is that the
low costs, open standards, limited IPR cost and the scale of the Internet will be
carried over into WiMAX as an antidote for the proprietary, limited interop-
erability and high IPR licensing costs of 3G. Table 5.1 compares WiMAX with
the 3G evolutionary approach.

Finally there is the view that WiMAX is going to be “WLAN on steroids”
(Ref. 3). All the good things about WLAN - high bandwidth, low-cost, small
coffee shops, real email, IM and web browsing without restrictions, time and

3G evolution WiIMAX

3GPP and 3GPP2
Cellular mobile

Standards body
Background

of supporters
Major developers

IEEE 802.16
Computer industry

Mobile equipment
manufactures,
mobile operators

Computer chip
manufacturers

Timescale

Early adopters

IP support Only in next generation All-IP system with all
(LTE) - 3.5G has better IP voice carried as VolP.
performance but is not IP QoS and mobility
“all-IP” and voice is management.
carried over circuits.

Terminals Phones, PDAs and Built in to laptops and
PCMCIA cards PDAs. Phones expected

to emerge.

Spectrum Existing cellular spectrum 3.5GHz for fixed WiMAX
but calls for significant and 2.3-2.6GHz for Mobile
new spectrum for LTE. WiMAX. Calls for lower

frequencies to be allocated.

Capabilities Full cellular system with Full cellular system with

2006-2008 for
3.5G-2011-2013
for next generation (LTE)

Existing mobile operators

support for: Mobility,
QoS, security, handover,
voice and charging.

2007-2009 for fixed
WiMAX (802.16) and
2008-2011 for mobile
WiIMAX (802.16€)
New entrants

support for: Mobility,
QoS, security, handover,
voice and charging.

Table 5-1. comparison of the background between WiMAX and 3G evolution.
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not volume-based charging, user controlled choice of operators, SIM-free
operation . .. will be adopted. In addition all the advantages of cellular mobile
will be added — mobility, wide area coverage, handover to other technologies,
strong security and guaranteed QoS.

To what extent WiMAX is a 4G system is a moot point and | will return to this
at the end of the chapter. In the meantime this chapter will start with a
description of WiMAX in all its gory detail - PHY and MAC layers and network
architecture — including a detailed (but non mathematical) description of the
key technical innovations. Firstly, though, we need to look at the history of
WiMAX and separate the two flavours of WiMAX - fixed and mobile.

Overview of WiMAX History

802.16 standards are quite confusing — when the group started in 1999 it was
divided into two groups 802.16a (approved Jan. 2003) (for frequencies
2-11GHz) and 802.16 (approved December 2001) (10-66GHz). Only the
802.16a standard is used for WiMAX. Both (as well as various historical
releases) are consolidated in the 802.16-2004 standard. This is also referred
as 802.16d - after the 802.16d project that contributed to part of the standard.

In December 2005 new amendments to the 802.16-2004 standard were
agreed — adding support for mobility, smart antennas and a new multiplexing
scheme for multiple users — OFDMA (Orthogonal Frequency Division Multiple
Access). This is known as 802.16e.

In the same way that the WiFi alliance (Chapter 3) has been responsible for
testing, certifying and interoperability of WLAN products against the 802.11
standard, so the WiMAX forum was created in 2001 to play asimilar role. It was
here that the term WiMAX (Worldwide Interoperability for Microwave Access)
was coined. WiMAX certification is a combination of testing that the
products conform to the standard and are able to interoperate. Certification
of 802.16-2004 (fixed) equipment began in 2006 and the first certification of
802.16e equipment is expected in 2008 (for a list see Ref. 4).

In Korea a similar OFDM-based broadband mobile standard emerged and
was published in 2004 with three licences assigned in January 2005 and
commercial services launched in June 2006 — Figure 5.1 shows a WiBro
handset, as the standard came to be known. Fortunately for the sake of unity
it was possible to make changes to the 802.16e standard to include WiBro and
make it possible for it to be certified as WiMAX.

The 802.16 standard defines the concept of a profile — essentially a combi-
nation of:

e MAC scheme;

PHY layer type;
TDD or FDD;

* Frequency band;

e Power class.
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Figure 5-1. WiBro terminal. (Source: BT. Reproduced by permission of © British
Telecommunications plc.)

Fixed

Frequency Band Duplexing Channel bandwidth Profile Name
(GHz) mode (MHz)

3.5 TDD 7 3.5T1
3.5 TDD 3.5 3.5T1
3.5 FDD 3.5 3.5F1
3.5 FDD 7 3.5F1
5.8 TDD 10 3.8T
Mobile

Frequency Band Duplexing Channel bandwidth (MHz)

(GHz) mode and (number of carriers)

2.3-2.4 TDD 5(512) 8.75 (1024) 10 (1024)

2.305-2.320 TDD 3.5(512) 5 (512) 10 (1024)

2.345-2.360

2.496-2.690 TDD 5(512) 10 (1024)

3.3-3.4 TDD 5(512) 7 (1024) 10 (1024)

3.4-3.8 TDD 5(512) 7 (1024) 10 (1024)

3.4-3.6

3.6-3.8

Table 5-2. Fixed and Mobile WiMAX certification profiles (note that does not imply
these frequencies are allocated for WiMAX).
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The WiMAX forum has defined a number of profiles for both fixed and mobile
WiMAX (Table 5.2).

The first part of the chapter will first look at OF DM —the first “magic bullet”
of WiMAX —followed by a description of the MAC and PHY layers of Mobile
WiIMAX 802.16e. To save time this section will concentrate on the mobile
WiIMAX standard and, in fact many commentators expect all chips to
be produced to this standard — even for fixed applications due to the potential
economies of scale. Then we will tackle the key mobility additions to
WiMAX — handover, QoS and overall network architecture.

OFDM

Fixed WiMAX uses OFDM as part of its physical layer and mobile WiMAX
uses a variant — OFDMA — which combines OFDM with a MAC function.
OFDM is in fact all the rage in wireless systems — found in the latest WLANs
(802.17a and 802.11g — see Chapter 3) and broadcast technologies (such as
DVB-T - see Chapter 7). OFDM is important because it potentially offers a
solution to the (dreaded) multipath problem that is particularly troublesome
for cellular systems in the frequency range 0.5-3GHz (where radio signals
take a number of different paths between the transmitter and receiver).
Multipath limits the performance of W-CDMA systems such as 3G: OFDM,
in theory at least, offers greater potential throughput for a given amount of
spectrum.” The other important thing about OFDM is that it is very well
matched to the use of smart antennas in a way that CDMA systems are not —
providing further (potential) advantage. You might be forgiven for thinking
OFDM was a recent great technical breakthrough that had burst upon the
scene: in fact it has been kicking about for donkey’s years (my Dad had
heard of it and he is so old that English Heritage have made me an offer for
him?!!) — it was even considered as a technology for GSM as well as 3G.
What has really changed is that Moore’s law has finally allowed the
complicated multi processor electronics needed to execute the processing-
hungry algorithms to be made at a cost, size and power consumption
comparable with GSM.

Ina “traditional” radio system —let’s say GSM —the signal from the transmitter
is sent to the receiver by modulating a radio carrier — the carrier in this case is
200KHz wide (but each voice conversation gets only 1 of 8 TDMA time slots).
A modulation is chosen —say BPSK (Binary Phase Shift Keying —phase “up” and
phase “down”) and the entire carrier 200KHz is modulated (its actual frequency

? Called spectral efficiency and expressed in bit/s/Hz/cell —in R99 it reaches about 0.2 bits/Hz/cell
and 1 bit/Hz/cell in HSDPA.

? Sorry Dad. In fact it was first proposed by Bell Labs in 1966 and adapted for mobile in 1985.
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Figure 5-2. Origin of fading. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

range is something like 900.4MHz to 900.6MHz). The signal from the trans-
mitter typically “bounces” around the environment between it and the receiver
(imagine you are in a ground floor office and the transmitter is ¥2 a mile away
with no line of sight — that is a fairly typical cellular environment). The actual
propagation path is not unlike optical rays — some bounce off the building
opposite, some off a passing bus and so on. At the receiver you end up with a
number of time-delayed versions of the signal from the transmitter—each with a
different delay (i.e. phase) and strength — typically the delay spread is 0.1 to
3 microsec.®. This is the multipath problem of cellular radio and is often
characterised by a delay spread figure (the delay spread is the root mean
square [a fancy average!] of all the delayed components weighted by power).
Multipath causes a couple of fundamental radio problems that are at the heart of
why OFDM is “magic”.

The first “problem” of multipath is fading — the constructive and destructive
interference of the different radio “rays” causing the signal level to rapidly
fluctuate. Fading is a very serious problem for many radio systems (but not for
most mobile systems as will be explained in a minute) — with deep fades being of
up to 30 dB being common. It is important to realise that the fading is taking
place before the signal is in anyway demodulated and happens even without
any data modulation. It is easy to see this if you image a single tone —i.e. a pure
sine wave — at 900MHz (say). If we have just two rays (Figure 5.2) then the
interference will be a constructive maximum when AL=nA where AL is
the path difference, n and integer and A the wavelength. It will be a destructive
minimum when AL=(n + 1/2) A. If the two rays have equal power then
the interference will be total. If, say, one has a quarter the power (half the
amplitude) of the other, then the difference between the maximum and

* Indoor micro-cell 0.001-0.05 us. Open area <0.2 us. Suburban macro-cell <1 us. Urban macro-
cell 1-3 us. Speed of propagation 3 x 10 metres per second therefore 1 us delay spread variation
corresponds to 100 metres variation in path length (1 ns per foot).
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minimum received power will be a factor of 9 — almost 10dB variation.
Moreover this variation will happen when the terminal moves a distance of
V2 a wavelength. At 1GHz the wavelength is 30cm. In practice many rays with
different powers converge on the terminals and the signal variation can be
anywhere from 10dB to 30 dB depending on the frequency and radio envi-
ronment. Typical fading numbers are 10 to 20dB for GSM in urban
environments.

Now imagine | repeated the above experiment but | was able to vary the
frequency being used —what would happen? Well what you would see was that
as you gradually changed the frequency the received power would cycle
between a maximum and a minimum. It is fairly simple to see this —if A; is the
starting wavelength then we have (for constructive interference) AL/A; =n. If
we increase Aq to A, to cycle through destructive interference to the next
constructive maximum we must have AL/A,=n + 1. A simple piece of
manipulation (remembering c =v A — where c is the speed of light and v the
frequency) gives Av = c/AL or Av = 1/DS where DS is the delay spread of extra
time it takes to travel the longer path. This is in fact true when there are a whole
bunch of rays with different strengths. So if the delay spread is 1 usec then the
frequency needs to be changed by 1TMHz to average over destructive and
constructive interference.

The answer to fading, then, is to send the signal over a range of frequencies —
biggerthanthe inverse of the delay spread —and then there will be an average of
constructive and destructive interference. Some spreading takes place anyway
when modulationis appliedtoasignal. If| am transmitting with a pure 900MHz
carrier and then modulate it with 1 Mbit/s of data (using just amplitude
modulation, say) then the modulated signal will spread over a range of
frequencies but most of the power will be between 899MHz and 901MHz.
This would be enough to reduce the fading margin and this would be a
wideband system (meaning the spread of frequencies due to modulation is
larger than the delay spread). W-CDMA, which spreads even a 12 kbit/s voice
call into a whole 5MHz, is an extreme example of a wideband system.

Wideband spreading is an excellent solution to fading but there is a catch! —the
received signal is distorted. You can see why it is distorted by thinking about either
the frequency or time domains. If you take any signal (e.g. a piece of music) and
alter the amplitudes of the frequency bands (e.g. fiddling with the treble and bass
controls on your hifi!) then you get distortion. In the same way a wideband signal
transmitted over a multipath channel is received with a distortion since the
response of the channel (the aggregate power and phase received from all the rays)
varies with frequency (the very property we desire to mitigate fading) —moreover it
varies across the frequency range of the desired signal.

In the time domain it is also easy to see how this distortion — called
InterSymbol Interference (ISI) arises (Figure 5.3). Multiple time-shifted copies
of the same digital sequence now arrive out of time alignment at the receiver.
Remember we are now looking at the underlying modulation of the carrier —a
wideband system has a bit period (strictly a symbol period) shorter than the
delay spread - so that after demodulation the bits are misaligned in time from
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Figure 5-3. Inter Symbol interference (ISl). (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

the different rays. If you could resolve the rays in space you could use all of them
without distortion but in a standard receiver they are all mixed — with their
different amplitudes and phases to create ISI. Say the sequence is 00100101 —
each constituent “ray” or radio path is delayed sufficiently for some of the
copies ofthe firstoneto arrive inthe following 0 slot and some (usually reduced)
to arrive in the next slot (Figure 5.3). Now the symbol period is short compared
to the delay spread — that is a wideband system. This is just the time domain
result of applying frequency domain filtering —because some of the frequencies
are in fade and some constructively interfere and are received with a high
signal level.

The traditional solution to ISI is to use an equaliser — as GSM does. An
equaliser uses a special signal (“training sequence”) with known frequency
content from the transmitter to estimate the frequency response of the channel
and compensates for it. This is analogous to recording a record with the wrong
bass and treble settings — if you know what part of the song should sound like
you can estimate (e.g. by trial and error) the right treble and bass settings needed
to make the song sound OK. Equalisers are, however, complex and imperfect
and the channel is never stationary — changing rapidly as the terminals move or
even as the environment changes (e.g. buses!). Also when the gain has to be
turned up you start to hear the underlying noise. Other solutions include
resolving the different multipath signals in time (e.g. a CDMA Rake receiver —
see Chapter 2) and space (using MIMO —see the section on smart antennas later
in this chapter).

Multipath is troublesome for all mobile communications systems at frequen-
cies currently used (at very high frequencies transmission is mostly line-of-sight
and multipath is less of an issue). In TDMA systems (like GSM) it manifests itself
as Intersymbol Interference as the equalisers are never perfect. In W-CDMA
systems (such as UMTS and CDMA 2000) it ruins the orthogonality of the codes
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in the downlink — the higher the multipath the more interference is caused by
orthogonal codes used by other users in the same cell. Infactthisis such anissue
for CDMA systems that most interference (up to 70%) is generated within the
same cell and equalisers (as are planned for HSPA) improve the overall
performance especially on the downlink where the restoration of orthogonality
reduces the interference level — in the uplink the codes are not orthogonal to
start with and so different techniques, such as diversity and interference
cancellation are used.

OFDM, on the other hand, eliminates the problem of multipaths completely.
It does this by dividing the available spectrum into, typically, 1000 or more sub-
carriers, each of which is an independent, narrowband, channel. OFDM is a
form of Frequency Division Multiplexing —whereby each user gets a number of
frequencies. In OFDM the frequencies — called sub-carriers or tones — are
specially chosen to be orthogonal. This is a slightly complex thing to explain.
Imagine there are three frequencies —an Irish frequency F1, aWelsh one F2 and
a Scottish one F3. If these three frequencies are pure tones — meaning they are
just sinusoidal signals that go on for ever — then the ability of any receiver to
discriminate between them is determined by the narrowness of its filters. In
principle very close tones could be resolved. However, modulate one of those
tones with some information — using BPSK, 16 QAM or your favourite
modulation scheme — and the bandwidth of the tone broadens by a factor of
a few times the bandwidth of the data. To give an example — Taffy radio uses a
pure tone of 400MHz to send a broadband signal of 1MBit/s using BPSK (say).
The result—when viewed on a spectrum analyser— would be significant power
broadcast from about 397MHz to 403MHz and Kilt radio (F3) would need to
transmit on 406MHz or so.

OFDM is different— OFDM tones have the property that when you modulate
them — although they spread in bandwidth — you can still resolve them from
each other—that is why they are called orthogonal! You can in fact perform any
linear operation on them and still recover the original signals. Figure 5.4 shows

Figure 5-4. OFDM tone power. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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the power spectrum of five tones —at the exact centre frequency of F3 - F1, F2,
F3 and F4 (broadened due to data modulation) are zero. Imagine using a
simple amplitude shift keying (i.e. on or off) to modulate F3 — it is easy to see
that the receiver can work out the bit stream of this sub-carrier —even though
nearby sub-carriers overlap it (which is why OFDM offers much better
spectral efficiency than FDM). The sub-carriers are evenly spaced with
spacing éf and, to ensure orthogonally, the symbol period (i.e. how long
the modulation is applied for each sub-carrier symbol) is T=n (1/8f) where n
is some integer.

OFDM can avoid completely the problem of multipath —the sub-carriers are
narrowband because the length of each symbol (be it QAM, BPSK or whatever)
ismuch longerthanthe delay spread. So although multipath spreads the symbol
out the amount is insignificant. If there are N (say 1000) sub-carriers then the
symbol rate on each one is only 1/N that which would be needed for a single
carrier system. So, to give an example: A system with:

1. Asingle carrier using 10MHz of spectrum could support a 8 Mbit/s data rate
using T6QAM (4 bits/symbol) with a 2 Msymbol/s modulation a 500 ns
symbol period).

2. An OFDM system with 1000 sub-carriers each with a rate of 2 ksymbols/s—a
500 microsec symbol period could support the same data rate.

Ifthe multipath delay spread is fairly typical 1microsec—then itis obvious that
the single carrier system is wideband and will require either an equaliser or
some other way of combating multipath — such as the CDMA Rake receiver.
Each OFDM sub-carrier is clearly narrowband (the symbols are 500 times
longer than the delay spread) and don’t suffer distortion. They will, however,
suffer fading — and the degree of the fade will obviously change if the terminal
moves. However, at a given location, some carriers will be in deep fade and
some will have a strong signal level. Because there are 1000 carriers it is
possible (in principle) to measure the signal-to-noise ratio on each channel and
adapt the power and modulation to fit exactly with the current propagation
conditions on each carrier (Figure 5.5). Carriers that have favourable propaga-
tion characteristics can be given high power allocation and those with poor
characteristics (e.g. in adeep fade) can even be turned off. Even better is the fact
that every sub-carrier will likely have excellent propagation for some user (if
there are enough of them). This is even better than HSDPA — where a single
channel of 5MHz is (momentarily) given to a single user. HSDPA is clearly a
compromise because 5MHz is (very) wideband and only some of these
frequencies can really have excellent propagation between the mobile and
the BS (although this is mitigated in HSDPA with advanced receiver types and
diversity. In OFDM it is possible to pick the best sub carriers — with the best
propagation — and use these. The remaining sub carriers are then used for a
second user where they offer better propagation. WiMAX doesn’t yet offer this
level of sophistication but its sub-channelisation goes some way along these
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Figure 5-5. Principle of OFDM (courtesy BTTJ). (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

lines and offers future upgrade possibilities. Mobile WiMAX does offer sub-
channelisation which will do this.”

The only influence that multipaths has on OFDM is that a cyclic prefix —
essentially a “guard” time equal to the multipath delay, must be added to every
symbol. This is because multipath causes the different sub-carriers (and
reflected/diffracted copies of the same sub-carriers) to arrive with different
times at the receiver. For OFDM to work it is necessary to time-align the phase
of the different sub-carriers. This can be done easily but only if the symbol is
extended in time by at least the maximum delay spread (Figure 5.6).° Actually
creating an OFDM signal is simple (Figure 5.7) — the data stream is split into N
streams,” modulated and then an Inverse Fourier Transform operation is
performed.? The IFT is done digitally on a signal processing chip — it is the
development of this — with the right power consumption, performance and
price — that has made OFDM practical in the last few years.

The beauty and power of OFDM is that it offers great flexibility in how users
are allocated sub-carriers and how sub-carriers are coordinated between
neighbouring base-stations. The following are often cited as reasons why

5 Thereis also amode —called Partial Use of Sub-Channels (PUSC) —that allows the sub-channels to
be divided more finely.

© The cyclic prefix is an exact copy of a proportion, say 1/8, (values tend to range from '/ to 1/32 of
the symbol time) of the symbol to be transmitted copied from the end of the symbol to the start. This
increases the symbol length by 1/8. The receiver starts the Fourier Transform near the end of the
cyclic prefix at a point when all delayed signals are expected to have arrived, therefore the delay
spread is ignored.

7 Any number of sub-carriers could be used but using powers of 2, e.g. 1024 sub carriers allow the
use of Fast Fourier Transforms — special computing short cuts — as these lend themselves to fast
processing on computing platforms.

8 In a Fourier Transform (FT) a signal is decomposed into orthogonal sine waves and the strength
(or modulation) of each sine wave is the output of the transform. For an Inverse FT (IFT) — the
components go in and the modulated sine waves come out.
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OFDM has the potential to offer a much higher spectral efficiency for mobile
systems than CDMA-based systems:

 The orthogonal nature of OFDM limits intra-cell interference (in CDMA it is
reckoned up to 70% of interference is intra cell Ref. 5).

» OFDM systems offer a frequency re-use factor of 1 (with smart antennas).

» Thesub-carriers can be used in an optimal way for each user and according to
specific propagation conditions (carrier 1 is in fade for user 1 but has good
propagation for user 2).

e Sub-carriers can be coordinated between neighbouring base-stations.

e OFDM is suited to the use of smart antennas because different sub-carriers
can be allocated and manipulated for different users (for Mobile WiMAX).

e OFDM is modern, hip and not old fashioned and fusty like CDMA.

All of this adds up to claims of much superior performance over CDMA.
However, readers need to be slightly cautious. Firstly, CDMA is being
enhanced with features such as equalisers that reduce same-cell interference.
Secondly, mobility — moving users and passing buses cause the sub-carriers of
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Figure 5-7. Generation of OFDM symbols. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)
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OFDM to shift frequency (a nonlinear operation!) and this reduces their
orthogonally. Finally WiMAX requires that the power amplifier runs at well
below its optimum region for power efficiency. This comes about because it is
possible for all the OFDM signals to peak together — so the amplifier must be run
such that this still falls in the amplifier’s linear region. Technically it has a high
peak to average power ratio. Power efficiencies as low as 20% for the power
amplifier are often quoted (cf. 70% for the GSM power amp say). We will look
into some of these issues in more depth as we explore the most exciting
instantiation of a mobile OFDM system — WiMAX.

WIMAX MAC Layer

Figure 5.8 shows the components that WiMAX uses in the MAC and Link layers
—as with WLANSs higher layer functions are not specified in the IEEE standards.
The WiMAX forum has, however, created an architecture for the higher layer
functions — such as service creation with an IMS — but this is not part of the
802.16 specifications and will be described later. Here we concentrate on the
MAC and PHY layers (a bit tedious | know but that is where the WiMAX “magic
bullets” are based and, having ploughed through a load of stuff on OFDM you
are half way there already — have a d and b? and come back)

The MAC layer is divided into a convergence Sub Layer (CS layer) and a
common part Sub Layer (CPS layer) — which is responsible for putting the
ATM cells, IP packets, Ethernet frames or Sanskrit characters into a common
form, header suppression and QoS classification (Figure 5.8). VolP is a good
example of a service needing all these: VoIP can benefit from header
suppression as the packets have a small payload and the headers are fixed
and need a QoS class with low latency suitable for either constant bit rate or
variable rate (VolP with silence suppression). The CS layer provides QoS by
mapping the VolP packets onto a service flow (each of which is associated
with one of five QoS classes in Mobile WiMAX). The mapping could be made
in a number of ways; for example the VolP packets might be marked with
DiffServ code points or there may be signalling from an IMS client on the
terminal direct to the MAC layer.

The MAC layer (Figure 5.7) also has the following functions:

» Set up and manage the service flows to and from the base station (admission
control);

Schedule thetraffic to meetthe QoS requirements (in both up and downlinks);

 Perform handovers to neighbouring cells;

Encrypt the data;

? Drink and biscuit silly — “oh daddy this museum/chapter is very boring — can we have a d&b” —
small girl aged 4-11.
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Figure 5-8. WiMAX MAC and link layers. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

 Recover errors using backward error correction (ARQ);

» Power management (sleep and idle modes).

In this section we will consider each in turn — if only to see that WiMAX is
nothing like WLAN but really a fully fledged cellular system.

Downlink QoS and Scheduling

The set up and management of flows is essentially an admission control
problem — describing what is wanted (bandwidth, type of traffic or QoS class)
and signalling this to the base-station which is in complete control of the
resources (i.e. uplink and downlink bandwidth) in the cell. Compare this to a
WLAN where the base-station and the terminal “compete” for resources:
WiMAX has a much more complicated MAC, in many ways similar to that
of 3G. Once a service flow is accepted then the complex scheduler is
responsible for allocating transmission opportunities. Figure 5.9 shows an
outline of the downlink scheduler. The actual scheduling algorithm is proprie-
tary but likely to be based on well known schemes such as weighted fair
queuing or round robin.

Each connection or session between a base-station and a terminal is known
as a service flow and has a Service Flow Identifier (SFID) which is allocated to a
QoS class (of the five available for Mobile WiMAX) and has a parameter set
associated with that flow (e.g. maximum data rate, average data rate etc.).
The service flow can be provisioned (by a management plane, say) or admitted
on request. Admission is a two stage process —once admitted, such a flow only
becomes active after the resources are fully committed following end-to-end
negotiation. Active and provisioned flows have a MAC Connection Identifier
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tions plc.)

(CID) associated with them (confusingly, admitted but not yet active flows lack
aCID!). There are a number of CIDs reserved for system use —e.g. 0X000 is used
forinitial ranging and OXFFFB is used for sleep mode multicast—just to give you
a flavour of this important system knowledge. Basic, Primary and Secondary
management connections are established between the terminal and the BS
when the terminal connects to allow the exchange of management and
signalling messages. The basic connection is used to exchange short, time
critical, messages whereas the primary connection covers management
messages for:

e Ranging;

e Access requests;

o ARQ feedback;

» Mesh support;

e Smart antenna support;

e Handover;

» Power mode and sleep support.

The secondary connection is not concerned with the MAC but with Layer 3
support messages — such as DHCP and SNMP. Thus a terminal will have
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(usually) three management connections in the control plane layer as well as a
number of transport connections in the data plane layer that are used to
transport the actual data flows. The management CIDs are set up at initial
ranging—asthe terminal latches on to anew BS (or signs-on to the network). The
same CID applies to up and downlink legs of the connection.

In terms of QoS each CID has only one QoS class and its own set of
parameters that are used by the scheduler. Packets are classified (e.g. based
on type (HTTP or FTP, say) or port number or DiffServ marking) to an
appropriate CID for transport. Each new application (VolIP, video streaming,
WWW and email) is likely to invoke a new transport connection. The QoS
classes are described in a further section — in conjunction with uplink schedu-
ling — to which they are inextricably linked. The set up of the CIDs and QoS
classes is likely to be part of the client that will run in association with the
WiMAX card or dongle. HSPA cards today often come with clients that perform
network selection, and http page compression today and have the capability to
offer different levels of QoS. Users bypassing the client are likely only to be
offered a fixed QoS class as QoS differentiation is considered a premium
service.

Handover

The next MAC function is handover —these are of three types:

e Hard handover — break before make;

e Fast BS Switching (FBBS) — where the terminal does not complete full
procedures at the new BS;

e Macro Diversity Hand Over (MDHO) — where the terminal communicates
with a number of base-stations.

The actual handover process is not specified in the standards and exists only
as a framework within the WiMAX forum. The essential steps of this framework
are:

« Cell reselection — the terminal either receives information about neighbour
candidates from its own BS or it negotiates scanning intervals to seek out
candidate BSs.

e Handover decision and initiation — the decision can be made either in the
terminal or by the network.

* Synchronisation to a target BS —this includes initial ranging (i.e. what is the
time delay to the BS?).

» Ranging and network re-entry —this can include: handover ranging, authen-
tication and key establishment and IP connectivity. This step can be short-
ened by the old BS sending information direct to the new BS.
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For fast (FBSS) and diversity (MDHO) handover —both of which are optional
in the standards —the base-stations and frame transmissions must be synchro-
nised'® (to better than the cyclic prefix — essentially the delay spread) and BSs
can share MAC layer contexts between themselves. In fast handover the
terminal only communicates with a single BS (called the anchor BS) but
maintains synchronisation with the diversity set of BSs that in turn keep
information onthe terminal. Fast handover can then be achieved —very quickly
and with a minimum of signalling — by changing the BS designated as the
anchor BS. In diversity handover, however, the terminal transmits to and
receives from multiple BSs. Diversity combining (i.e. all the frames from the
different BSs are combined using a clever algorithm to give one with lower
errors than any of them) is used at the terminal and diversity selection (the frame
with the lowest number of errors is picked) at the BSs receiving the frames.
Diversity handover, amounts to adding or dropping BSs from the diversity set
depending on the signal quality from each. The mobile WiMAX profile requires
only hard handover to be supported and the target is for sub 50ms handover to
allow VolP and real-time video to be supported. In actual fact it is likely that
“wave 1” mobile products—available in 2008/9 —will have only proprietary fast
handover techniques from day 1 as network level support for handover is still
being finalised in the WiMAX forum.

Security in WiMAX

The MAC layer also provides authentication and encryption functionality. In
WiMAX each terminal has a unique X.509 certificate —the normal sort you get
on shopping and banking websites — issued by a Certification Authority (e.g.
VeriSign) and installed by the manufacturer. The certificate contains the
terminal’s public key and 48-bit MAC address — the terminal also has a
matching private key in the usual public/private key arrangement.'' There
are two generations of security — PKMv1 (Privacy Key Management) — stan-
dardised in 802.16-2004 and PKMv2 with mobility additions. PKMv1 allows
theterminal to send an authorisation request tothe BS containingits certificate —
the base-station is then able to verify the certificate is valid (i.e. the terminal is
who he/she/what it claims to be) and can then determine if they are authorised

10 BS synchronisation is generally done with GPS receivers at each BS. At the physical layer all BS
need to be synchronised as without synchronisation then there would be the possibility of one BS in
the uplink part of the frame whilst another is transmitting in downlink. This would generate an
unacceptable amount of interference for the uplink.

""" Anything encrypted by the public key (which is given out freely) can only be decrypted with the
private key and, conversely, anything encrypted with the private key can only be decrypted with the
public key. Certificates allow entities (like websites) to prove who they are by evoking certificate
authorities who issued them in the first place. Each certificate has the owner’s name, expiry date and
name and signature of the issuer. The public key of the issuer can then be used to establish the validity
of the certificate — in the case of a website it confirms that the certificate was issued to (say) www.
trolleydolleys.com. This authenticates the site and my browser and the site server then establish keys
to encrypt the details of my credit card.
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Figure 5-10. Security in WiMAX. (Source: Author. Reproduced by permission of ©
Dave Wisely, British Telecommunications plc.)

to accessthe network. The base-station’s response to the authentication request
is either rejection or success — in which case an Authorisation Key (AK) is sent
(this is encrypted with the terminal’s public key — which can only be unlocked
with the private key held inthe terminal). The AKis used to derive and exchange
a number of keys with the BS including session keys for traffic encryption and
message authentication. PKMv2 adds the need for two-way authentication
(i.e. the base-stations prove they are genuine) and mandates AES encryption
(a high strength encryption algorithm). In addition PKMv2 adds support for
Extensible Authentication Protocol (EAP) — a flexible protocol (described in
Chapter 3 in connection with WLANS) that can use, for example, SIM cards.
Thus WiMAX terminals could have 2G or even 3G SIM cards. The overall
security features of WiMAX are illustrated in Figure 5.10. In practice the
terminal certificate is unlikely to be sufficient for authentication of the user —
since it is tied to the terminal. Operators are likely to add SIM cards or other
security mechanisms that are tied to the user and that enable handover to 3G
cellular-based technologies. WiMAX standards support this through EAP
(Extensible Authentication Protocol) either instead of or in addition to the
X509 terminal certificate — allowing both the terminal and the user to be
authenticated.

ARQ and Forward Error Coding

The MAC layer is also the home of an advanced ARQ scheme —with options for
a bewildering range of ACK possibilities (cumulative, selective, selective with
cumulative and so on). ACKs are also piggybacked in the MAC frame headers to
save time and bandwidth. When the OFDMA (see later) PHY layer is in
operation (in practice this is Mobile WiMAX) a Hybrid ARQ - very similar
to the Hybrid ARQ described in Chapter 4 in respect of HSDPA —is used. There
are several modes of the HARQ including incremental redundancy — where up
to four “versions” of a frame are sent sequentially in an attempt to allow the
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Figure 5-11. HARQ with incremental redundancy — as used in WiMAX. (Source:
Author. Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

receiver to recreate the original frame. A second mode is Chase Combining —
which simply means repeating the original frame. One of the features of
WiMAX is its low latency — in the low 10s of milliseconds and the error coding
has been especially designed to support this from day 1 —as opposed to “bolted
on” to an inherently long latency system like UMTS. Figure 5.11 shows the
incremental redundancy mode of the HARQ.

Idle Mode and Power Saving

The introduction of a sleep mode in WiMAX potentially offers considerable
power-saving advantages. When the terminal enters the sleep mode
(Figure 5.12) it does not receive or transmit frames for a set sleep interval —
after this it enters a listening interval during which the BS will inform it of any
waiting traffic. The size of the sleep intervals is flexible but would need to be
every few seconds for any terminal expecting incoming VolP calls, say. The
sleep interval might also increase as the battery on the terminal runs down —
trading responsivity for extended battery life.

WiMAX also supports an idle mode in terminals — which is used in conjunc-
tion with paging. Idle mode differs from sleep (and can be used in conjunction

Periodic sleep and listen intervals
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Figure 5-12. Sleep mode in WiMAX. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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Figure 5-13. Paging in WiMAX. (Source: Author. Reproduced by permission of © Dave
Wisely, British Telecommunications plc.)

with sleep). In idle mode the terminal is able to receive broadcast information
from BSs without registering them — so that it can simply monitor the broadcast
CID without ranging, handover or other (power hungry) activities. BSs are
divided into paging groups and broadcast paging messages for any terminal that
has an incoming session request (e.g. a VolIP call). Clearly the terminal must be
in a listen interval if it is using sleep mode as well and this is taken into account
by the BSs. When a terminal receives a paging request it then performs ranging
and sets up management CIDs followed by a transport CID for the VolP or
incomingsession. Ifthe terminal moves out of the current pagingarea it needs to
re-register so that the macro mobility management system (in WiMAX it is
Mobile IP) — can direct paging requests to the correct paging area — Figure 5.13.

This is very different from WLANs — where there is no idle mode or paging
concept and power consumption is about a factor of 10 times higher than in
typical 2G or 3G devices. It is interesting to see that the IEEE 802.11v working
group isadding idle mode and paging to WLANSs to reduce power consumption
in mobile devices (Chapter 3). It also illustrates that WiMAX is not really
“WLAN on steroids” — it is a fully fledged cellular system — 10 times as
complicated and much more sophisticated.

WIMAX PHY Layer

OFDM is one of the two “magic” bullets of mobile WiMAX —the other is smart
antennas — which are described in a later section. As the watchful reader will
have noted there is nothing particularly novel about the WiMAX MAC layer — it
performs many of the functions that an HSDPA or 3G MAC layer does. True it
has all the functionality that 802.11 WLANS are trying to “bolt on” — such as
QoS, power saving, security etc. — but nothing that cellular doesn’t already
have. No, itis the use of OFDM in a flexible MAC scheme, together with the use
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Frame n-1 | Frame n | Frame n+1 Frame n+2

Downlink | Uplink
oD

Downlink Uplink

Timeslot Timeslot

Figure 5-14. TDD operation in WiMAX. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

of advanced antennas that is the secret to WiMAX differentiating itself, in terms
of performance, from HSDPA.

Mobile WiMAX currently is only specified as a TDD system — in other words
up and down links share the same frequency, alternating up and down
transmissions. In WLANs the uplink and downlink transmissions follow a
rather haphazard sequence — as the base-station has to compete with the
terminals for the right to transmit. In WiMAX the base-station has absolute
control with transmissions divided into frames, each of which has both a
downlink and an uplink subframe (Figure 5.14). This arrangement has the
advantages that it enables a cheaper transmitter/receiver as it: reduces the
component count, is well suited to smart antennas'? and it allows the base-
station to alter the up/down capacity split as traffic changes. The latter point is
important as DSL traffic — considered to be a possible pointer to future WiMAX
traffic —is highly asymmetric (typical 4 or 5:1). Figure 5.15 shows more detail of

Uplink Subframe duration

) Contention Slot for
Downlink Subframe (DL PHY PDU) Initial ranging -

Each UL

UL PHY PDU
From Terminal n

UL PHY PDU
From Terminal m

DL DL DL Burst PHY PDU Burst
Preamble Burst 1| Burst 2 - Has a different Preamble | UL Burst
Coding/Modulation

Broadcast] MAC |Paddin | MAC
Messages| PDUs 9 PDUs

i MAC MAC .
Padding | | PDUs PDUSs | Padding |
Length and DL Map Burst may be
Profile of UL Map Unicast or Multicast

Burst 1
(possibly more)

Figure 5-15. WiMAX Downlink (left) and uplink (right) subframes. (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

12 The uplink radio propagation (dealy spread, signal level, user spatial location etc) is used to

estimate the downlink channel propagation which is required to set the antenna weights. If the

uplinkand downlink frequencies are the same then the estimate is very accurate —but this fallsaway
as the uplink and downlink frequencies diverge.
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Figure 5-16. WiMAX Channelisation (Courtesy of BTT)) four sub-channels shared by
nine (labelled A to J) users. (Source: BTT). Reproduced by permission of © British
Telecommunications plc.)

the WiMAX frame structure —we will come back to many of the features shown
here in the next few sections.

Mobile WiMAX uses OFDMA — Orthogonal Frequency Division Multiple
Access for both up and downlinks. OFDMA is a flexible multiplexing scheme in
that it can share OFDM carriers between users dynamically on a very shorttime
scale. In Mobile WiMAX there are 512 or 1024 sub carriers and these are
divided into groups — called sub-channels. The actual distribution of the active
sub-carriers making up a sub-channel can be selected in a number of ways.
They can be contiguous —which might be used to avoid other sub-channelsin a
neighbouring cell — or distributed — which would provide better resilience
against interference or fast fading, say. Users are allocated one or more sub-
channels in a given time slot (Figure 5.16) — allowing a very flexible, two-
dimensional (time and sub-carrier) allocation scheme. In Figure 5.16 it is easy
to see the flexibility of this scheme. User ] might have particularly good radio
transmission over sub-channel 4, for example, and user E might be a high
priority user requiring a very high throughput. Sub channels might also have
lower interference in different directions — as we will describe later —user G
might be east of a base-station where neighbouring cells are not using sub-
channel 3, say.

Without the competition for access slots used in WLANs — the base-station
needs to inform the terminals of the times when they should be listening and
when they should transmit. This is achieved by the base-station publishing
downlink and uplink maps at the start of each frame (Figure 5.15) — detailing
exactly when andto which sub-channels each terminal such listen or transmit —
the maps are shown in detail in Figure 5.17. Clearly for this to work it is
necessary for each terminal to be accurately ranged — i.e. know how long it
takes for its signal to reach the base-station (radio travels a ns per foot'* —so one
mile is 5micro sec or so — at 10Mbit/s that is 50bits per mile!)

The actual map can get quite complicated and these are re-calculated for
each frame — the frame length can be between 2 and 20 ms — as determined by
the BS but in Mobile WiMAX 5ms is the only mandated value. There are two
further complications with the map that need to be mentioned. Firstly, the

'3 Or for those readers who use the metric system — just substitute 30 cm for a foot, 1 m for a yard,
1.8 km for a mile and 201 m for a furlong. Rods, perches and ells are starting to go out of use as
measures in England and so | won't refer to them in the book unless absolutely necessary.
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Figure 5-17. WiMAX Transmit maps (Downlink left and uplink right). (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

downlink subframe begins with along preamble'* —to allow listening terminals
to obtain synchronisation — and this is followed by the Frame Control Header
burst containing information on at least the following burst profile (length, sub-
channels, coding etc.). The FCH is coded using the most robust coding
available (BPSK Y2 rate). It is actually the burst following the FCH that contains
the downlink and uplink maps as well as other broadcast messages.

The use of OFDMA/TDD and the per-frame evaluation of maps makes
WiMAX very flexible. It is possible to swap sub-channels as users move around,
synchronise with neighbouring base-stations so that two sub-channels are
never used at same time in the same place and for the uplink/downlink balance
to be altered in real-time. It is also possible with certain adaptive antenna
techniques to beam form to individual users on a sub-channel basis.

WiMAX QoS

The astute (awake?) reader will notice that the above description of the MAC
avoids talking about uplink QoS. Uplink QoS in WiMAX is complicated (it took
me days to figure it out—don’t even think about reading the standard unless you
are suffering sleepless nights!). Uplink QoS in fact mixes a lot of functions that
need to be separated in order to understand them. It also uses confusing names
thatimply functions do one thing but actually do another! Personally I think that
this section of the book is worth the cover price alone!.).

Firstly, there clearly needs to be a mechanism for the terminals to signal their
bandwidth requirements—these can, of course be incredibly varied from a VolP

'* The preamble is often transmitted at a higher power level than the data sub-carriers, typically
2.5dB higher.
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call with fixed size packet requiring low latency and produced in a continual
stream to WWW browsing that generates bursts of activity with medium
latency requirements but only periodic activity. Once these requirements are
signalled to the BS it then needs to run an uplink admission control system,
operate an uplink scheduler and communicate the output of the scheduler to
the terminals in the uplink map. Terminals then need a way of feeding back
information on any backlogs (the error rate might be higher than expected) or
any changes in circumstances.

Itis useful to distinguish four separate components of the uplink QoS scheme:

» Mechanisms for signalling uplink requirements;
 Five QoS classes for mobile WiMAX (four for fixed WiMAX);
» Mechanisms for granting uplink bandwidth;

* Scheduler that runs in the base-station to perform admission control and
manage real-time uplink bandwidth allocation.

The mechanisms for signalling are quite diverse —apart from the UGS/ertPS
(Unsolicited Grant Service and extended real-time Polling Service — see
below) —each request is for an allocation of bandwidth within a single frame,
i.e. the terminal has to signal just to get an allocation in the next frame.

The first signalling mechanism is that the base-station polls (i.e. contacts one
at a time in sequence) the terminals providing them with either unique or
contended opportunities to request bandwidth. The second method that
terminals can use to signal bandwidth requirements is piggybacking them
with data—i.e. new requests can be included within the headers of data frames.
In addition the actual allocation of bandwidth is to the terminal as a whole —not
ataspecific connection (CID). So the terminal is able to allocate this bandwidth
between applications as it sees fit. Moreover it is able to use this bandwidth for
data or requests (or even requests piggybacked in data) as is needed. This is
called bandwidth stealing but is restricted in certain QoS classes only —as will
be explained below.

The five QoS classes are shown in Table 5.3. The actual names are confusing
and refer to the main mechanisms of actually allocating bandwidth request
opportunities. The UGS (Unsolicited Grant Service) is aimed at real-time data
streams with fixed-sized packets at regular intervals — such as VolP (without
silence suppression) or E1 TDM circuits, say. When a UGS request is admitted
by the base-station it then allocates regular uplink bandwidth for the data — no
new requests are necessary from frame to frame to keep the bandwidth flow
moving (Figure 5.18). Terminals are permitted to piggyback requests or to
steal this bandwidth to make further requests — which might be for other
QoS class traffic say. The ertPS (extended real-time Polling Service) is similar
to the UGS save for the fact that uplink allocations are not fixed in size
but dynamic (i.e. the terminal uses piggybacking or bandwidth stealing to
indicate the size of the bandwidth needed in the next slot). ertPS was added for
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Service types

Description

Unsolicited grant
service (UGS)

Real-time polling
service (rtPS)

Non-real-time polling
service (nrtPS)

Extended Real-time Polling
Service (ertPS)

Best effort (BE)

UGS is designed to support real-time

data streams, consisting of fixed-size data
packets issued at periodic intervals,

such as backhaul and voice over IP.

rtPS is designed to support real-time data
streams consisting of variable-sized data
packets that are issued at periodic

intervals, such as MPEG video.

nrtPS is designed to support delay-tolerant
data streams consisting of variable-sized

data packets for which a minimum data

rate is required, such as FTP.

Support real-time service flows such as

Voice over IP services with silence suppression.
Terminal can request to change the size

of the request opportunity

BE service is designed to support data streams
for which no minimum service level is
required and which can be handled on

a space-available basis.

Table 5-3. WiMAX QoS classes.

802.16e€ and is intended for VolP with silence suppression and some video

applications.

The rtPS (real-time Polling Service) is designed for video streams where the
data packets vary in size but need to be transported at regular intervals. This
service provides (through unicast polling) regular opportunities for the terminal

to request bandwidth.

Channel
A

f

|
Downlink
Subframe

UGS provides regular slots
Without requests in each
Uplink subframe

;o -
Guard time Uplink

Between Subframe
Subframes

Figure 5-18. WiMAX UGS QoS class operation. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)



186

5.7

IP for 4G

Scheduling Piggyback Bandwidth Unicast Multicast
service grant request stealing polling polling
UGS Yes Yes Poll-Me bit No
can be used

ertPS Yes - extended Yes Yes Yes

rtPS No No Yes No

nrtPS No No Yes Yes

BE No No Yes Yes

Table 5-4. Request and grant mechanisms for the WiMAX QoS classes.

Next is the nrtPS (nonreal-time Polling Service). This is designed for services
like FTP or web browsing —where a degree of delay tolerance is permissible. In
this case the base-station can offer (depending on its scheduler algorithm) either
unicast polling opportunities — meaning that the terminal being polled gets
unique access to the opportunity to request bandwidth — or multicast polling —
meaning that the base-station offers a group of terminals a chance to compete
for the right to request bandwidth. The contention slots follow the ranging slots
at the start of the uplink frame (see Figure 5.15). Basically each terminal has an
initial window and chooses a number of back-off slots within that window —if a
collision with another station occurs (detected by the fact that the request is not
answered) the terminal increases the window size and tries again —very like the
WLAN MAC operation.

The final class — Best Effort (BE) can be serviced by the base-station with
unicast or contended request opportunities as the base-station scheduling
algorithm sees fit. Overall the standard allows great flexibility of how
bandwidth is requested and allocated and so, in practice, the actual perfor-
mance will mostly come down to how well the admission, congestion and
scheduling algorithms in the base-station work. Table 5.4 attempts to show
how the request/grant mechanisms can be mixed and matched for each QoS
class.

Spectrum

It is expected that WiMAX will be deployed in only a limited number of bands
which include:

Licensed bands:

2.3GHz - including the USA, Korea (WiBro uses 2.3GHz)

2.5GHz-UMTS extension band (Europe), USA, SE Asia and Central/S. America
3.3GHz - SE Asia

3.5GHz - Europe (France and UK have allocated licences), Central/S. America
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Unlicensed bands:
5.8GHz — U- NNI band

Theactual rulesin each band vary between different countries: forexample, the
3.5GHz licences offered in the UK in 2003 prohibited mobile services to
be offered but they have now been relaxed (despite opposition from mobile
operators).

Mobile WiMAX would only use licensed bands and the WiMAX forum have
produced mobile WiMAX profiles (Table 5.2) that support 2.3, 2.5, 3.3 and
3.5GHz with channel sizes between 1.5MHz and 20MHz. This is an important
feature of WiMAX — allowing it to operate in small segments of spectrum that
might become available, although this greatly reduces the efficiency of the
system.

The frequency band used also affects the spacing of base-stations. As a
general rule, the cell radius is proportional to the carrier frequency used. Thus a
WiMAX network at 3.5GHz could require roughly 60—80% more base-stations
than a 2.1GHz 3G network — in reality it is expected that for full in-building
coverage and good mobility support Mobile WiMAX will have to use frequen-
cies of 2.6GHz or lower. The 3.5 and 3.3GHz bands are more likely to be used
for out-building coverage (with internal repeaters — possibly using WiFi) where
mobility is restricted to nomadic use. In other words campuses and city centres
where users were sitting at café tables or in parks.

Fixed WIMAX systems have been operating since 2005 — with many
countries having one or more systems operational or in trial. Examples of
recent news on fixed WiMAX are (see the references at the end of the chapter for
sources of news):

 Sri Lanka — Dialog Telekom, has introduced broadband over WiMAX
technology in 55 main cities and 75 towns with speeds up to 4 Mbit/s (Sri
Lanka has only 160 000 Internet connections for a country of 21 M).

 Freedom4—formally Pipex is setto launch a new WiMAX market in the UKiin
Q1 2008 operating in licensed 3.5GHz spectrum, offering a fixed WiMAX
service in the city of Manchester with plans to extend to 50 cities in the UK.

* Bollore Telecom —one of 12 WiMAX licence holders in France is planning a
pilot of nomadic services — based on 802.11e Motorola equipment, in the
3.5GHz band in Paris.

* India will have up to 21 million WiMAX subscribers by 2014, according to a
report co-authored by Maravedis and Indian market research firm Tonse
Telecom.

e Umniah, Jordan’s newest mobile communications provider has launched
WiMAX services under the UMAX brand with services replacing DSL and
cable services with a wireless alternative with speeds of up to 2 Mbps, with a
range of up to 15 km.
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Mobile WiMAX is currently operating in Korea in the form of WiBro from June
2006-whichreally was developedbefore WiMAX and laterincorporated within
the developing standard. There are currently two operators of WiBro in Korea KT
and SKT. Both systems work inthe 2.3GHzband butdon’tinclude smartantenna
technology. KT has established coverage of Seoul and 17 universities with 80
cities due for coverage in 2008 and nationwide coverage expected by 2009. In
2007 KT had 70 000 USB modem users and 12 600 phone users for WiMAX-SKT
much less. Plans are very aggressive, however, with 1.2M by 2009 and 4M users
expected by 2012. Currently WiBro is cheaper than HSDPA in Korea ($12 (US)
per month for 1Gbyte or $24 for unlimited data compared to $30 for 2Gbyte for
HSDPA). Hong Kong's Office of the Telecommunications Authority (OFTA) will
auction two licences in late 2008 in the 2.3 and 2.5GHz bands. In Japan the
decision as to which two consortia will be awarded a mobile WiMAX licence
(2.5 GH2z) is currently under consideration. KDDI has been running a trial since
2005 which has shown handover with EVDO systems, smart antennas and
convergence over several access technologies.

In Europe most interest centres on the so-called “UMTS extension band”
(2500 MHz to 2690 MHz) — which has been declared ‘technology neutral’
and is currently being auctioned around Europe. After this, the next major
opportunity for spectrum will be when analogue TV transmissions cease in
(2010-12 in the UK). This lower frequency spectrum (400-700 MHz) is
particularly appealing as this would allow network coverage to be quickly
established with fewer base-stations (due to the increased propagation range) —
greatly reducing start-up costs. Larger cells would reduce the bandwidth density
for capacity limited cells. Further exploratory talks are taking place in the UK
about re-farming the 900MHz GSM spectrum — some of this may (Ref. 6) be
offered in the future. Regulations on the use of the unlicenced 5 GHz band
should be harmonised across the EU shortly, following a decision by the
European Commission. All member states will have to comply with the EU
regulations on the licence-exempt use of the 5150-5350MHz and
5470-5725 MHz frequency bands.

In North America Sprint Nextel have just began to test WiMAX systems with
theirown employees (Q1 08) with acommercial rollout of Q2 planned (Ref. 14).
Thereisalso speculation that AT&T —with many 2.3 GHz licences—is preparing
for trials or even launch of a WiMAX in 2008.

Smart Antennas

Apart from using OFDM the other “magic bullet” of WiMAX is smart antennas.
In GSM and 3G there are two types of antenna: In rural areas a single antenna
radiates omni-directionally and in urban areas there are three separate anten-
nas that transmit into different sectors. These are not smart antennas — because
they are really three cells of a standard cellular system just sharing a common
(and expensive) base station and back haul. The other antenna technique that
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Figure 5-19. Four element transmitter and radiation pattern. (Source: Author. Repro-
duced by permission of © Dave Wisely, British Telecommunications plc.)

was introduced earlier—diversity —is nota “smart” technique either. In diversity
two or more antennas transmit/receive the same signal but are separated (either
by distance or polarisation) so that the signals from each are uncorrelated. They
are typically combined with weights related to the signal to noise/interference
on each branch.

To see how smart antennas can (in theory) dramatically improve spectral
efficiency imagine a transmitter with four independent transmitting elements
(Figure 5.19). If each antenna radiates in an omni directional pattern using the
same frequency then they will interfere with each other — if there is no
coordination between the antennas then the result will be heavy interference.
If, however, the antennas are spaced at a regular “short” interval (so that the
radio paths for each are the same —say %2 wavelength — 7.5 cm at 2GHz) and
that the same signal is fed to each antenna then at some locations the various
signals interfere coherently to produce a strong signal and at others they interfer
destructively and the signal falls to nothing. This is, of course, nothing more
than good old diffraction — the row of antennas could be a row of slits being
illuminated by coherent light — or the bridge piers across a river producing a
wake pattern. The number of “lobes” (fringes) is equal to the number of
elements in the array —six elements = six lobes. The lobes can also be steered
around by varying the phase of the signals into each antenna and, even more
importantly, the power in each lobe can also be controlled by adjusting the
phase and amplitude of each element of the array — just as the blaze (the shape
of the groove) of a diffraction grating determines the power in each order.

This use of smart antennas is called beam-forming (and sometimes Adaptive
Antenna Systems — AAS) —Figure 5.20 shows how it can be used to increase the
signal to noise/interference ratio (and hence data rate) for distant users —
without increasing the overall output power and, when used in a receiver (as
opposed to a transmitter array) to block sources of interference, to increase
sensitivity in the direction of terminals.

In fact there is a range of beam-forming techniques that can be used —
including spatial multiplexing: sending different signals to different users who
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Figure 5-20. Beam forming in WiMAX using phase and amplitude adjustment for a four
element transmitter. (Source: Author. Reproduced by permission of © Dave Wisely,
British Telecommunications plc.)

are spatially separated using the same frequency/code. This could be achieved
for users —say North and South of a base-station — by having a beam that has a
null south and a strong lobe north — modulate this with North’s data. Then
calculate the phase and amplitude needed to do the opposite and modulate this
with South’s data. Although these could be separate transmitter arrays it’s also
possible to use just one array, since the response of an array is linear then you
can just combine the two signals on the one array to get the same effect. Of
course the downside is that each only gets half the power. Combine this with a
receiver array that can simultaneously receive data from North and South and
eliminates strong interferers east and west you might (in this, admittedly,
contrived situation) have increased the capacity several times over the case
of a three sector antenna (assuming a constant transmit power).

802.16e offers three advantages for smart antennas. Firstly, it is a TDD
system —meaning the up and downlink use the same frequency band — and so
the signals experience exactly the same radio conditions. The weights for the
downlink transmitter can be set based on the received uplink signals (although
this becomes less true as the speed of movement increases). In an FDD system
(like 3G) the use of smart antennas requires complicated estimates of the
downlink channel being reported back from the terminals to the base-station.
The second advantage that 802.16e offers is that beam forming is most effective
in a narrow band system — remember that when you did interference experi-
ments with light you needed either a laser or a lamp with a very narrow optical
filter — the light needed to have a narrow spectral range to form any fringes.
Much the same is true of radio systems —a wideband technology (like CDMA)
will not form tight lobes in the way that each OFDM carrier will. In OFDMA
beam formingisdone on a per sub-channel basis—so one sub-channel can have
a null where that sub-channel is in use by a neighbouring base-station
(Figure 5.21 — which shows the standard three sector cells arrangement — and
Figure 5.22 which shows WiMAX with a frequency re-use of 1 using beam
steering). Infactitis unlikely that WiMAX would be able to achieve a frequency
re-use factor of 1 without the interference reduction of beam forming. The first
wave of WiMAX products will have a three frequency re-use pattern —meaning
that three frequencies will be needed to provide separation between cells
(although one supplier has a four sector system with two or four frequency
reuse).
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Figure 5-21. Normal three-sector antenna pattern. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

The 802.16-2004 and 802.16e standards include support for beam forming —
althoughitis notincluded in any fixed profiles it is mandated to be supported by
the terminals and optional for the base-stations of Mobile WiMAX. Support for
beam forming includes dedicating a specific signalling zone for terminals to
transmit in — allowing the base-station to measure the interference on different

Figure 5-22. WiMAX beam forming to reduce interference. (Source: Author. Repro-
duced by permission of © Dave Wisely, British Telecommunications plc.)
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sub-channels. This is added to the MAC/PHY specification and makes adding
adaptive antennas much easier than retrofitting them to CDMA systems, say.

The most powerful form of smart antennas is something called MIMO -
Multiple In Multiple Out. MIMO is considered more effective atthe moment for
throughput gains than beam forming. So far we have only talked about the base-
station having a transmitter/receiver array — the terminal has just had a single
receiver/transmitter — mostly because more antennas mean more processing
and power consumption and because of space limitations (at 3GHz a wave-
length is 10cm and even a quarter wavelength spacing requires 2.5cm
between antennas). In MIMO both ends use array technology (Figure 5.23)
and, in a near miraculous way, for an N-element transmitter array and an
N-element receiver array, the capacity between the two ends can be up to

Figure 5-23. MIMO set up. (Source: Author. Reproduced by permission of © Dave
Wisely, British Telecommunications plc.)
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N-times greater than that of a single element system. In fact it only works where
there is extreme diversity in the radio environment and it is easy to see, in a
hand-waving way, how this comes about. If you are not convinced and want to
see the maths try Ref. 7 but have the aspirins handy. Imagine the radio path
between the transmitter and receiver arrays of Figure 5.23 is dominated by four
main “rays” — one that bounces off a skyscraper, one that bounces down the
sides of the streets, one that diffracts round the trees in the park and one that
scatters from the prison railings! If you could “see” radio energy instead of
optical energy you could look from the receiver end towards the transmitter and
you would see four bright spots — they would be coming from different
directionsin space. Thetrick in MIMO is to then adjust the phase and amplitude
weightings of the receiver array such that the array is sensitive to one of these
bright spots and has low sensitivity (null lobe) on the other three (Figure 5.23
lower part).Then you calculate the weightings for the other three spots to be “in
beam”. Conceptually you could have separate receiver arrays — each with the
different settings for phase/amplitude — but in practice you can have one array
and then apply the different weights to '/, of the signal from each to form four
different signals — each with one sensitive to one of the bright spots and not
responding to energy in the other spots.

At the transmitter you then do the opposite — each spot at the receiver is
caused by rays leaving the transmitter in a certain direction. If you apply
appropriate weights to the transmitter array you find that you can select any of
the four ray paths from the transmitter and they are resolved independently at
the receiver (Figure 5.24). In MIMO the capacity gain comes from sending
different data streams along each path simultaneously — in this case giving a
theoretical four times capacity increase. The capacity increase has also not
necessarily come at the expense of increasing the power— each branch of the

Figure 5-24. MIMO used for capacity multiplexing. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)
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Figure 5-25. MIMO for diversity. (Source: Author. Reproduced by permission of © Dave
Wisely, British Telecommunications plc.)

MIMO transmission might receive more energy than an omni transmitter and
receiver would manage. This is called Spatial Multiplexing. Another MIMO
technique is called spatial diversity whereby the same signal is sent on the
different paths (Figure 5.25). There are a number of variations of multiplexing
and diversity that can be used depending on the precise radio conditions.
Where the signal to noise/interference ratio is poor (e.g. at the edge of the cell)
then diversity might be more appropriate, whereas, when the paths each have a
good signal to noise/interference ratio and can be easily resolved, then multi-
plexing might be more effective.

Of course nothing is quite that simple — in reality the different paths would
have different losses and not all of them would be suitable for the data rate of the
best path. Also the “isolation” between the paths would never be complete and
that would cause interference between them. In a mobile situation, the paths
would also change very rapidly and would need to be estimated and used faster
than the rate of change. Finally, for MIMO to work, there need to be many
diverse paths between the transmitter and receiver. In a rural environment this
is unlikely to be the case and MIMO will have no advantage. Only in dense
urban environments is it reckoned to be capable of increasing capacity by a
factor of 2 (Ref. 8). Finally, there is the problem of fitting more than two
transmitters/receivers in the terminal.

Currently 802.11e provides some support for MIMO and from the options in
the standard the WiMAX Forum has selected two schemes (diversity and
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multiplexing) with two transmit antennas at the base-station and two receive
antennas at the terminal. In the uplink the only selected solution is collabora-
tive spatial multiplexing — whereby each terminal has only a single transmit
antenna but different users can transmit on the same sub-channels at the same
time and are discriminated atthe BS because they arrive on different radio paths
that can be resolved using appropriate weights on the BS receive antenna
elements. This scheme limits the uplink power consumption of the terminals
whilst allowing some of the gains of smart antennas.

WIMAX Network Architecture

The IEEE 802.16 standards only define the MAC and PHY layers —as is the case
with WLANs. However, whilst there are developments of WiMAX femtocells
that can be plugged into DSL lines there are good reasons why operators will
want to enhance this most basic deployment. Not least of which is the need to
offer exciting services beyond Inter/Intra net access to recoup the considerable
costs of licensing spectrum and building out of what is, in effect, a cellular
system. In particular WiMAX networks need to provide:

« Support for handovers across the network.

» QoS support —so that real-time services (VolP, video etc.) are supported end
to end and not just over the air.

» Authentication services (e.g. to validate SIMs, name/password and
certificates).

» User profiles and authorisation functions (Is the user authorised for the QoS-
level requested?).

« Call/session records and accounting functions.
« Support for VolP services (since there are no circuits in WiMAX).
» Support for emergency services and lawful intercept.

» Value-added service creation for revenue generation (e.g. portals for music
downloads).

e Roaming to other cellular networks.
* Interconnect with the PSTN.
» Support for multicast and broadcast services.
The job of defining the WiMAX architecture has fallen to the WiMAX forum —
which has now issued specifications for a network reference model and also

interworking guidelines as well as descriptions of the protocols and procedures
to be implemented in WiMAX end to end networks (Ref. 9).
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Figure 5-26. WiMAX reference architecture (R6 and R8 are within the ASN). (Source:
Author. Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

Figure 5.26 shows the concepts and interfaces of the WiMAX reference
architecture. The terminal is called a Mobile Station (MS), the radio network
is referred to as an Access Service Network (ASN) and the core network is
calledthe Connectivity Service Node (CSN). Notice thatthe WiMAX forum have
retained the concept of home and visited networks —as is the case in 2G and 3G.

The ASN is the radio network and has one or more ASN gateways (ASN-GW)
thatare equivalentto RNCsin 3G or BSCs in GSM. The ASN provides a number
of defined services:

o Network discovery;

e Location management with the ASN;

¢ Paging;

e Layer 2 connectivity across the ASN;

¢ Handover within the ASN;

« Support for IP connectivity functions (AAA, DSCP etc.);
* RRM functions (QoS support, handover etc.).

The ASN will usually have a number of base-stations controlled by one or
more ASN-GWs. There are three profiles indicated by the IEEE that specify the
split of the above functions between the base-stations and the ASN-GW called
(somewhatunimaginatively) A, Band C. Profile B simply leaves the splitopento
vendors!

Figure 5.27 shows a possible core network design for WiMAX. The key
functions of the core network are:
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Figure 5-27. WiMAX core network — possible design. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

e |P connection authorisation and establishment (AAA, IP address allocation);
« [P transport (routing);
 Mobility support (using Mobile IP);
e QoS support;
 User profile and authentication;
+ Call/session records and billing;
* Service support (VolIP, location services, downloads etc.);
e Interworking;
« Support for visiting terminals.
Most mobile WiMAX trials to date have used an IMS for service creation and

this is the configuration for WiBro systems (if you don’t understand the IMS and
its architectural elements then have a look at Chapter 6).

WiMAX Throughput and Performance

Not much in the world of telecoms has created as much controversy — some
would say howls of laughter — as when WiMAX was first mooted and figures
such as: “WiMAX provides for up to 50 km of service area range, allows users to
obtain broadband connectivity without needing direct line of sight with the
base station and provides shared data rates of up to 70 Mb/s” — Ref. 10.

“Ithas a service range of up to 50 km and provides data rates of up to 280 Mb/s
per base station”: Ref. 11.

The trouble with “headline” figures like these is that GSM could do the same
IF you configured it in the right way. My brother-in-law’s lorry could do
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150 mph if he stripped itback to the cab and fitted a turbo charger etc. — it would
go like stink but be pretty useless for his property development business! To
actually get 70 Mb/s over 50 km requires fixed, highly directional antennas
with line of sight operation, high powers and 20MHz of bandwidth. This is
effectively equivalent to a microwave link and, viewed as such, the perfor-
mance quoted seems much less impressive.

To help the readers with the “sales presentations” of leading WiMAX vendors
the key measure that they need to really compare like with like is the spectral
efficiency. Spectral efficiency is the overall throughput of a cellular system
expressed as the bits/sec throughput per Hz of spectrumused in a cell. There are
a number of caveats that need to be attached to spectral efficiency:

 Thespectral efficiency of anisolated cell is about two to five times higher than
in a cellular system — due to the effects of interference from neighbouring
cells.

» The spectral efficiency depends on the traffic type — it is different for circuit
voice and burst, Internet-type traffic.

» Thespectral efficiency increases (for most technologies) with size of the band
being used (e.g. WiMAXin a 20 MHz band is more efficientthan WiMAX in a
5 MHz band).

« The bit/s should (but don’t always) refer to the useful bits transferred (i.e.
excluding re-transmitted or dropped frames and excluding coding bits). This
is still 30-50% higher than the rate real applications (such as ftp or www
browsing) actually see.

» The spectral efficiency reduces as the mobility (i.e. speed) of the users
increases. If most of the users are in cars the efficiency will be significantly
lower (for all technologies) than for static users.

 Capacity and coverage are not the same thing. Initially networks will be built
to achieve coverage — simply covering the whole city, say (known in the
business as the “thin and crispy” option). Later the need to add capacity
means that more base-stations are added (“deep pan”) and the average
distance from terminal to BS reduces — this affects the spectral efficiency
of different systems.

With these caveats it is possible to make meaningful comparisons between
technologies and see how WiMAX might stack up against HSDPA and 3G, for
example. Table 5.5 with figures from the WiMAX forum — Ref. 9) shows that the
spectral efficiency for WiMAX is expected to be about three times that of basic
HSDPA in both the uplink and the downlink. From other published sources
(Ref. 12) this seems to be close to the consensus view (with some analysts
suggesting a factor of only twice the advantage in the downlink). Again these
figures are for basic WiMAX and R5 HSDPA. WiMAX will benefit from the use
of smart antennas which will raise the efficiency by a further factor of two to four
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DL Throughput ~ ULThroughput ~ DL Spectral UL Spectral

per channel/ per channel/ efficiency efficiency
sector Mbit/s sector Mbit/s Bit/s/Hz Bit/s/Hz
1XEVDO Rev. 1.2 0.4 0.8 0.4
2*1.25MHZ
3XEVDO Rev.B 4.4 1.6 0.95 0.25
HSDPA 4 0.6 0.7 0.15
HSPA 4 1.7 0.8 0.35
802.16e SIMO 6 3.2 1.1 0.7
symmetric
frame split
802.16e MIMO 9 4 1.6 0.9
symmetric
frame split
802.16e 9 1.8 1.2 0.6
SIMO 3:1
Asymmetric
frame split
802.16e 14 2 1.8 0.8
MIMO 3:1
Asymmetric
frame split

Table 5-5. Mobile WiMAX is 1* 10MHz, HSDPA, HSPA and EVDO Rev B are 2* 5MHz.
and 1xEVDO Rev.A is 2*1.25MHz. All figures from WiMAX Forum modelling. 3 : 1
frame split means the downlink sub-frame is three times longer than the uplink sub-
frame.

in dense urban environments and HSDPA will be enhanced with better
receivers and diversity transmitters to gain a factor of 2. HSUPA will also
improve uplink efficiency —though not by anything like as much as HSDPA has
for the downlink.

In terms of throughput for individual users WiMAX can reach data rates of
75 Mbit/s using 64 QAM and % coding in a 20MHz band (Ref. 13). This is what
the salesmen will quote! But it is not representative and will apply only to
mobiles close to the base-station where interference is mitigated, there are no
other users active and a large following wind. However, typical quoted
maximum user rates for WiMAX are about 9 Mbit/s downlink and 1.3 Mbit/s
uplink (fora3: 1 downlink: uplink splitina TOMHz TDD band). Ref. 13 (based
on WiMAX forum) gives a WiMAX sector throughput of 14 Mbit/s down and
2 Mbit/s up — which are very similar to the figures | have given above. Ref. 12
gives a peak WiMAX rate of 23 Mbit/s up and 4 Mbit/s down (10MHz 3 :1
downlink: uplink split) — which are almost certainly PHY layer rates — real
applications would see rates 20-40% lower than this level.
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When you add in smart antennas (phase 2 WiMAX -2010/11) these rates will
increase to between 12Mbit/s down and 1.8 Mbit/s up (macro cell fora 3:1
downlink: uplink splitina TOMHz TDD band) and 16Mbit/s and 2.2Mbit/s for a
micro cell (where MIMO is favoured due to the rich multipath environment).
Ref. 12 gives the improvement form phase 1 to phase 2 data rates as a two times
improvement for downlinks.

Sprint (in Sept. 2007) demonstrated a modem/notebook working with
WiIMAX on the Chicago river offering 3.2Mbps downstream and 1.5Mbps
upstream with a 70ms latency when in the dock (reducing to 2.4 Mbps down
and 1.4 Mbps with 99 ms latency when moving — presumably slowly!)

The next most important performance metric of a wireless network is the
latency. Typical figures quoted are around 70-100 ms for wave 1 products and
50 ms or so (one way) in the second phase.

Set-up time — meaning the delay from starting an application to getting IP
packets flowing is also much reduced in WiMAX — with typical figures of
100-150 ms being suggested. This compares with 1-2 sec for R5 HSDPA and
650 ms for HSUPA R6. However, there is an option in UMTS to keep the PDP
context permanently active and this also reduces set-up times to 300 ms or so.
Where this would be of benefitis for applications that send packets sporadically
but where latency is also an issue — such as in some multiplayer games.

So, in summary, there is some evidence (a mixture of measurements and
modelling) that suggests WiMAX will be a significant (i.e. at least twice as good
in speed, capacity and efficiency) improvement over HSPA. MIMO wiill
probably double this advantage again. Of course these improvements will be
gradual and will, like HSPA, be introduced in phases.

Conclusion

WiMAX s afully-fledged cellular mobile system —with all the bells and whistles
of: handover, QoS, security, idle-mode support and so on. However, it is not the
product of the usual industry standards bodies but rather it has been developed
by the computer/Internet industry. It has two technological “magic bullets” —
OFDM and multiple/smart antenna technology although these are being
integrated into 3GPP and 3GPP2 standards with HSPA+ and LTE. WiMAX
is on a different timescale and may well appear before LTE — giving it a window
of opportunity.

Undoubtedly WiMAX will be used in different regions for different purposes —
in some areas it might serve as an alternative to fixed lines for Mobile Broadband
and in others it might offer a wider range of services such as those offered by
WiBro in South Korea today:

— VolP;
- Video calling;

— IMS services;
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— Multimedia Conferencing;

— Presence;

— PTT (Push to talk, also push to video);

— E-commerce;

— Location based services (e.g. traffic info);
— Instant Messaging;

— Networked Games;

—IP-TV;

— “Information on Demand” (loD);

Web access.

Will WiMAX be successful? It might be in some markets. It seems likely
mobile WiMAX will be deployed and marketed in different countries for
different things. In some places it might succeed as a super-WiFi in others it
might become a DSL replacement. It will also succeed where existing mobile
operators (such as KT and Sprint-Nextel) take it up and deploy it alongside
existing technologies.

In the end it comes down to three things — spectrum, terminals and
applications. If the spectrum is available at the right frequency, in the right
amounts and at the right price and if terminals appear rapidly, with low cost
chip sets, then WiMAX has a good chance. If applications and services that
need lower cost, higher bandwidths and high volumes become popular then
WiIMAX will have a sufficient advantage over 3G to encourage take up. Existing
DSL and 3.5G deployments will raise the barriers to success and markets with
low DSL penetration and less developed 3.5G networks will, conversely,
accelerate success.
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Chapter 6: Convergence and
the IMS

6.1 Introduction

Having looked at a great number of new wireless technologies — from HSPA to
WLAN to WiMAX to LTE, it is a relief (both for the reader and writer!) to talk
about something else. Convergence is a much overworked term —some people
say it is when you get some permutation of: mobile phone, broadband, fixed
phone and pay-TV from asingle supplier (the so called quad play). Some people
say it is when you get one bill for all these things. To date, however, that has
pretty much been the limit of convergence with fixed and mobile world
solutions existing as stovepipes. Take email — until recently if you wanted to
do that on a mobile you had to buy a special terminal and subscribe to a special
service (Blackberry). Instant messaging is the norm on the fixed Internet but has
been very slow to appear on the “Mobile Internet” — partly because SMS is so
lucrative. How do you manage your calls? If somebody wants to contact me
how do they do it? Well | suppose if it is a work call they might ring my work
mobile—no answer? —ring my work fixed phone, no answer? —send an email. . .
and so forth and that is not taking into account that the whole shooting match is
reproduced for my private phones and email. The problem is partly technical -
a mixture of legacy systems (PSTN, IN etc.) and partly commercial in that
convergence will mean winners and losers and nobody wants to be a loser!
Imagine ifthe mobile Internet was as cheap as the fixed Internet—and supported
VolP!

The whole term convergence begs the question — convergence between
what? Traditionally this would be fixed and mobile but increasingly it is now

IP for 4G Dave Wisely
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-51016-2
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being extended, in a somewhat meaningless way, to mean convergence of
everything — identities, services, terminals — everything. Certainly the days of
senior executives carrying: laptop, mobile phone, PDA, Blackberry, camera
and MP3 player with them are numbered." In other contexts convergence can
mean convergence of everything towards the Internet solution.

In this chapter we will look mainly at the IMS — the Internet Multimedia
Subsystem. This is a sort of “Internet in a box” —that was conceived as a way of
offering all sorts of whizzy IP services (VoIP, Instant Messaging, video call-
ing...) over the packet-switched part of the 3GPP mobile network. The idea
was for mobile operators to offer these — in conjunction with appropriate
Quality of Service —to their customers. The authentication and billing already
in place for network access would be re-used at the service level. There are
interfaces from the IMS for third parties to create service within this controlled
environment. The deployment of the IMS by cellular mobile operators has not
quite happened - held back by the poor performance of 3G packets services
that have limited the scope for real-time services needing QoS and by the
continuing growth and low cost of circuit-based mobile voice. However,
there are two areas where the IMS is being seen a vital development: Conver-
gence and WiMAX. Operators with both fixed and wireless networks are
looking at the IMS to create an access-independent platform for service
creation over and above the “bit-pipe” level. The IMS is also important as it
is the basis of ETSI’s Next Generation Network (NGN) that extends the IMS
concepts to apply to DSL and WLAN.

Having gone through how the IMS works and what it might do for you we will
then look at real convergence today —some of the innovative products that have
emerged in the last couple of years —such as BT’s Fusion phone that connects to
both GSM and WLAN and seamlessly switches between them. Then we will
look at alternatives to the IMS.

The IMS

So what exactly is the Internet Multimedia Subsystem? And why was it
standardised? One way to answer these questions is to go back to where
Chapter 2 left off and look at the functionality and services that current (R99)
UMTS networks offer. Figure 6.1 shows an outline R99 network — with the
exception of the RAN this is also nearly identical to a GPRS network. As was
explained in Chapter 2 this was the “revolutionary air-interface, evolutionary
network” approach that 3GPP decided upon for the introduction of 3G.

! I can’t help recalling my old boss Peter Cochrane —a legend in his time as head of Research at BT —
not least because he once sent me an email saying “you guys make me vomit” — I still have it!. Peter
was a gadget and Internet pioneer and carried a toolkit to dismantle foreign phone sockets to enable
internet access anywhere he was travelling. He used to carry a whole suitcase of gadgets but then
put his shoulder out with the weight!
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Figure 6-1. Typical R99 UMTS network. (Source: BTT). Reproduced by permission of
© British Telecommunications plc.)

Whenthe R99 network was being standardised—inthe late 1990s, obviously —
the Internet was really taking off in a big way for consumers and businesses:
people were experimenting with VolP, buying books, accessing online auctions
and so forth. It was apparent to mobile operators and manufacturers that
the Internet business model was very different from the mobile value chain.
If I buy a book from Amazon on-line several players are involved: My phone
line provider (BT), my ISP (AOL), the vendor (Amazon) and the payment
authoriser (Visa). In contrast when | buy a mobile ring-tone it tends to be from
the Vodafone Live portal and there is only one player — Vodafone. In addition
the Internet was offering services that went beyond the simple client-server
model of mobile internet offerings — there were store and forward (e.g. email)
and peer-peer (e.g. Instant Messaging) services beginning to become popular
on the net.

3GPP members realised that R99/GPRS networks would only ever offer a bit-
pipe connection to the Internet and that the data services that they were
offering, WAP and SMS, would always be a very poor relation to the Internet
experience on afixed PC. They feared that users would simply buy connectivity
from them the way they do from fixed ISPs and that all the value in the value
chain would “escape” to the likes of: Amazon, Visa, Microsoft and Google.
Evidence for this is clearly provided by the way operators around Europe have
either prevented or made difficult “off-portal” browsing — i.e. visiting mobile
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websites not approved of (i.e. paying a fee to) or not provided by the mobile
operator. T-mobile have only recently (late 2005 —Ref. 1) introduced “Web and
Walk” and 3 at about the same time have just opened their “walled garden” to
non 3 sites on an “approved” list. Further illustration of this point is how hard it
has been to get email on a mobile — you either had to shell out for a specialist,
stovepipe device and service (a Blackberry) or pay usurious, per Mbyte,
download rates for a PCMCIA data card that allowed open Interne/Intranet
access.

In addition there was a great interest in VolP —with early SIP services showing
that it was possible to offer greatly enhanced IN services for multi-media calls/
sessions and that presence was a very popular service. Operators were
interested in whether a packet network could support voice — the biggest
problem being reducing the latency from 800ms (GPRS) and 200ms (R99) to
nearer 50ms — and whether this would offer cost saving and new service
opportunities (e.g. presence-based services).

From all this thinking emerged the IMS: a complete sub-system that could
be added, with minimal changes, to an R99 network to offer a complete
multimedia services creation platform. Among the design goals of the IMS
were:

 To support real-time services (e.g. voice and video) over a packet-switched
network —which might be more efficient and economical, when aggregated
with other IP data, compared to circuit-switched options.

* To support the business case for the introduction of QoS and the means to
charge for services requiring QoS support.

* To offer presence services (e.g. Instant Messaging).
 To support multiple IP and Telephone identities for each user.

» To allow interfaces for third parties to create value-added services (e.g. the
smart routing of calls based on a person’s calendar).

» Toallow roaming users to get access to the same services they would when at
home — with proper billing and roaming arrangements.

 Toextend the cellular strong security solution (i.e. SIM cards) to authenticate
users to service providers and support high-value services and purchases.

« Toallow operators to charge for specific data services —as opposed to simply
by volume (e.g. per packet or MByte) or by time.

Some of these reasons are commercial, some are technical and related to
cost-saving and others relate to new service creation —the rationale for the IMS
isamixture of all of these and we will return to evaluate how successful the IMS
is at achieving these goals in the final section of this chapter.

Originally the IMSwastobe included in a version of the 3GPP standards to be
known as R2000 (Release 2000). Unfortunately it was quickly realised that it
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Figure 6-2. 3GPP Release 4 — offering VolIP in the core network. (Source: BTTJ.
Reproduced by permission of © British Telecommunications plc.)

would take much longer to complete work on an all-IP UMTS and the standard
was splitinto two parts — R4 and R5. R4 offers operators support for VolIP in the
core network —allowing voice to be transported over IP whilst being controlled
by acall server (Figure 6.2). The call server (soft switch) is the old (3G) MSC with
the switching function moved remotely to a Media Gateway (MGW), this being
controlled by the call server using MEGACO(Media Gateway Control Proto-
col). The advantages of this might include separately dimensioning the control
and transport elements of the MSC and savings on the core network transport
costs by aggregation of all traffic, voice and data, as IP.

Release 5, which completed standardisation in 2004, adds the IMS and full
supportforall services to be operated overthe packet network. Well, almost! As
we will see later, R5 has no solution for emergency calls and so R5 terminals
will all include circuit-based voice for emergencies and roaming to R99
networks. Since then we have moved on to Release 8 which is just being
finalised in 2008 — each subsequent release has added to the IMS but the basic
operation is unchanged.

Figure 6.3 shows an outline of how the IMS fits into the R5 architecture — it is
basically an overlay (i.e. a subsystem). Users will get a new terminal that can
“talk” to both the IMS and the R99 network. If VoIP and real-time services are
being offered the SSGN and GGSN have to be upgraded to allow QoS
authorisation and low-latency support for IMS services (and, by implication,
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Figure 6-3. How the IMS forms part of an R5 UMTS network (courtesy BTT)). (Source:
BTT). Reproduced by permission of © British Telecommunications plc.)

notfor non IMS services!). Infact the latency on most current live 3G networks —
200-300 ms (Ref. 2) — does not support real-time services and upgrades will be
needed to allow real-time voice operation. With HSDPA and HSUPA this is
starting to happen as was described in Chapter 4 and the author’s lab have had
success running VolP clients over HSPA links with fairly good results. Opera-
tion of the IMS is based on SIP —with a user agent on the terminal and the core of
the IMS basically acting as a SIP proxy server. This is similar to most current
presence and VolP services on the Internet. Essentially the IMS performs like a
carrier-grade SIP proxy server with added features:

» Strong security —based on SIM cards — with an enhanced HLR now called the
Home Subscription Server (HSS).

 Abreak outfor VolIP to non IP networks (e.g. the PSTN) —involving signalling
(SGW) and media gateways (MGW).

* Interfaces for operator and third party application servers to offer IN-like
functions to call/session initiation and routing.
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« Special functionality for multi-party calls/session (essentially an IP bridge) —
the Media Resource Function (MRF).

In this section we will start with a complete description of how an IMS user
makes a VolP call to another IMS user. Section 2.1 will cover the important
issues of: User Identity, Registration, SIP message flows and QoS-authorisation.
Section 2.2 then deals with how the IMS authorises QoS for IMS-originated
services; Section 2.3 deals with presence and the creation of services based on
the IMS; Section 2.4 looks at roaming — both to visited IMS and non IMS
networks. A commercial summary of the IMS and possible alternatives is held
back for the conclusion — after we have looked at non IMS convergence
technologies.

There are anumber of key aspects of the IMS which represent major decisions
that have ramifications on the architecture and operations of the IMS. In
particular:

» The decision to use SIP as a call/session control protocol;
» The re-use and extension of IETF protocols;
e The decision to mandate the use of IPv6 in the IMS;

» Thefactthatall servicesare controlled by the home network IMS —even when
roaming.

We will discuss the reasons for these decisions and the implications — both
positive and negative — as they arise throughout this section. The only prereqg-
uisite to read about how an IMS works is a knowledge of SIP — Session Initiation
Protocol — the well-known IETF protocol used for VolP, video calling, IM and
many other things in the Internet. If you don’t know SIP don’t worry — you can
download my handy tutorial —an article and slide set (www.wisely.org/consult/
SIP) for free.

User Registration
Attachment to the IMS

In this section we follow an IMS user, equipped with a new IMS handset,
making a VolP call to another IMS user on a Release 5 network — the very
simplest scenario possible for IMS operation.

Firstly, our user must switch on their terminal and connect to the UMTS
network in exactly the same way that an R99 terminal connects and authenti-
cates, as described in Chapter 2. A USIM application on the user’s smart card
(UICC) mutually authenticates to the HSS in the normal way and sets up
encryption keys for circuit voice use and the user is free to make circuit-based
voice callsatthis point(an IMS terminal must also be capable of circuit voice for
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roaming and emergency calls). In our example, however, the user wishes to
make a VolP call and so must register with the IMS first.

One of the original ideas — and probably, with hindsight a poor choice — was
that the IMS must use IPv6 and that IMS-capable terminals would be either v6
only, ifthe underlying transport network had been upgraded to v6, or would be
dual (v4, v6) stack to allow packets to be sent on a v4 packet network whilst
communicating with the IMS using v6! The idea was that by the time an IMS
would be deployed (about 2006) most networks would have converted to IPvé.
Itactually turns outthat IPv6 is a bit like nuclear fusion —always five years away!
Since IPv6 shows no signs of taking off any time soon the leading IMS vendors
are producing IPv4 versions of the IMS and so avoid all the issues of interwork-
ing with legacy IPv4 networks —such as the Internet! Originally an application
layer gateway was included to perform the very problematic IPv4-IPv6 trans-
lation for the signalling traffic — mercifully this clunky solution looks like being
unnecessary.

In order to register with the IMS the terminal needs to set up a PDP context
which will carry the SIP signalling from the terminal to the IMS via a GPRS
attach procedure as previously described in Chapter 2. An Activate PDP
Context Request message is sent from the terminal to the SGSN requesting
connection to the IMS (by means of an appropriate APN — Access Point Name —
that points to a Release 5 capable GGSN - which would be separate from the
R99 GGSN). The R5 GGSN is responsible for allocating the terminal an IP
address inthe Activate PDP Context Accept Message. Note that in the standards
theterminal is senta 64-bit prefix with which itis free to choose a 64-bit suffix to
create an IPv6 address. The PDP context is always of the conversational class
and so gives the IMS signalling traffic priority over traffic in the other three
UMTS QoS classes.

The IMS terminal consists, in its simplest form, of:

A standard R99 radio interface and stack;

A SIP user agent;
An ISIM application on the UICC;

New Codecs for voice and video over IP;

VolIP and IP video applications.

3GPP debated for a long time about the call/session control protocol that
would be used to initiate, modify and terminate IP sessions. The debate boiled
downto achoice between the IETF SIP protocol and H323, a heavyweight VolP
protocol, from the ITU (i.e. from the telecoms world). H323 covered all aspects
of setting up a VolP network — including media transport and QoS — jobs that
were done by several IETF protocols and was something of a stovepipe solution.
The choice of SIP — which at the time was just emerging as an important peer-
peer protocol was the first time a protocol not defined in the telecoms
standardisation bodies was specified for a telecommunications service.
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However, the basic SIP RFC (3261) has been greatly extended by negotiation
between the IETF and 3GPP to make it suitable for use in the 3GPP IMS and the
SIP user agent on the terminal is somewhat different from the typical SIP User
agent (as, for example, found in MSN Messenger). In fact several other IETF
protocols were incorporated into the IMS and these will be explained later, as
they arise.

Having set up the PDP context towards the IMS the terminal needs to
discover the IP address of a SIP proxy server in the network. This procedure
has been incorporated into the Activate PDP Context Procedure —so that the SIP
user agenton the IMS now has the IP address of a SIP proxy server. We shall see,
later on, when we consider other access networks, such as WLAN and WiMAX,
thatthe IMS can attach to such networks (called ICANs — IP Connectivity Access
Networks) with some modification. In such cases the IP address of the SIP server
is supplied by a modified DHCP procedure.

Now things get complicated! As there are three “flavours” of SIP proxy server
(called Call Server Control Function — CSCF as shown in Figure 6.4) in the IMS
network:

o P-CSCF - Proxy Call Server Control Function;
* |-CSCF - Interrogating Call Server Control Function;
¢ S-CSCF - Serving Call Server Control Function.
The first CSCF that the terminal interacts with is the Proxy (P-CSCF). This

performs a number of functions that we will cover in more detail as the call set-
up is explained:

* SIP message compression between the P-CSCF and terminal — mostly to
speed up the SIP signalling rather than to save bandwidth.

Figure 6-4. IMS major elements and interfaces. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)
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Figure 6-5. Overview of the IMS registration process. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

 Encryption and message integrity between the P-CSCF and the terminal.

Validation and verification of SIP messages sent by the terminal.
« Charging records of sessions to and from the terminal.

« Validation and verification of the user identity (to the rest of the IMS).

Having discovered the IP address of the P-CSCF the terminal attempts to
register with the IMS, only then is access to IMS services granted as shown in
Figure 6.5.

IMS-level Registration

IMS-level authentication is basically the procedure by which the network
authenticates the user and then authorises them to access the IMS services. The
user is authenticated by means of a SIP REGISTER message sent to the P-CSCF —
this is similar to a standard SIP Registration but modified by 3GPP and
containing many extra pieces of information in an attempt to speed up the
whole process and save round trip SIP messages.

In order to understand the registration procedure it is necessary to know how
the IMS identifies users by means of public and private identities. A user has a
number of public identities such as:

« SIP: dave.wisely@bt.com;

o SIP:4++444-1473-643784@bt.com;user=phone.

Both identities are in the form of SIP URI (the IMS does not allow TEL URI —i.e.
bare telephone numbers — to be used). A user can have a number of such
identities — for example for private and business use. A user also has a private
identity — which takes the form of a NAI (Network Address Identifier — e.g.
17356trf7dfgutf@bt.com). The public identities are directly analogous to
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Public User Identity 1
Phillis.eradles@bt.com

Public User Identity 2
Tel +1473645534

Public User Identity 3
SIP Eardlesisnuts@bt.com

Public User Identity 4
Tel 07787563423

Figure 6-6. Public and private identifiers in the IMS. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

MISDN:s (i.e. mobile phone numbers) and the private identifier is analogous to
the IMSI. Figure 6.6 shows the relationship between these identifiers.

The SIP user agent on the terminal reads the private user identifier from the
I-SIM application running on the UICC and selects (e.g. the user selects)
the public identity (or identities) that are being registered and, together with
the terminal IP address and the home domain identifier (e.g. bt.com — read
from the ISIM) are composed into a SIP register message and this is sent to the
P-CSCF as shown in Figure 6.7. In general the P-CSCF may be located in the
visited network and will use DNS to resolve the home domain identifier to the
IP address of another type of CSCF — the Interrogating or I-CSCF. The I-CSCF
sits at the gateway to the home network and acts as a firewall to hide the

Figure 6-7. IMS registration procedure. (Source: BT. Reproduced by permission of
© British Telecommunications plc.)
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network details. The I-CSCF does not keep state — since there are typically
more than one and the DNS load balances across them — and so needs to
contact the HSS to see if the user is already registered. Using the IETF AAA
protocol DIAMETER the I-CSCF discovers that the user is not registered and
retrieves the user profile. At this point the I-CSCF must allocate the user a
Serving CSCF (S-CSCF) to actually provide any service. Confused? — | am not
surprised — but the S-CSCF is the actual SIP proxy server that will provide
service to the user — e.g. holding a voice call state model and triggering
presence services, for example. The I-CSCF is just a stateless firewall at the
gateway to the network that hides the network and allows different users to be
allocated different S-CFCFs based on the user profile and the capabilities of
the different S-CSCFs — for example some will support presence, some push to
talk and some will be voice only.

The I-CSCF makes a decision as to which S-CSCF the user will be
allocated to and proxies the SIP REGISTER message. The S-CSCF contacts
the HSS using DIAMETER to obtain authentication vectors (the usual SIM-
like challenge-response we saw in Chapter 2) and to record the S-CSCF
address in the HSS so that incoming and future outgoing session signalling
passes through the allocated S-CSCF (which does not change until the user
de-registers). The S-CSCF sends back a SIP 401 (Unauthorised) response and
includes a challenge based on the mutually secret key hidden in the HSS and
UICC, identified by the private user identifier. Figure 6.7 shows the chall-
enge response — which is completely analogous to the USIM challenge
described in Chapter 2, although the algorithms and keys are completely
separate. The SIP user agent sends the challenge to the ISIM, receives a
response and sends this back to the P-CSCF in another SIP REGISTER
message. This is forwarded to an I-CSCF (not necessarily the same one as
before) and again the I-CSCF contacts the HSS — however this time the HSS
has the address of the allocated S-CSCF and the I-CSCF forwards the
message on. If the S-CSCF confirms that the challenge response is correct
it contacts the HSS to complete user registration and download the user
profile. Figure 6.8 shows the basic information flow and Figure 6.9 the
situation immediately after registration. Yes, it is a lot of information but
look at Figure 6.9 and you will see that it just means the terminal has been
allocated a serving SIP proxy in the home network. The HSS knows which S-
CSCF and how to contact the terminal and that the terminal and proxy SIP
server have a secure relationship!

One of the by-products of the registration is that the P-CSCF and SIP user
agents derive cipher and integrity keys which are used to set up an IPSEC tunnel
from the terminal to the P-CSCF. No further encryption is normally used as the
internal networks are considered secure.

One further point worth noting about registration is the problem of knowing
when a register server shuts down (e.g. because it fails). In standard SIP there is
noway fora SIP UA to know that it is not reachable. 3GPP have extended SIP (in
RFC 3680) to allow an IMS terminal to SUBSCRIBE to its own registration state
and be alerted when it was not reachable.
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Figure 6-8. basic SIP message flow in IMS registration. (Source: BT. Reproduced by
permission of © British Telecommunications plc.)

Figure 6-9. Information distribution after IMS registration is complete (the CAN is the
Connectivity Access Network — UMTS, WLAN etc.). (Source: BT. Reproduced by
permission of © British Telecommunications plc.)
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Figure 6-10. SIP INVITE received by bt.com. (Source: Maria Qauvas. Reproduced by
permission of © British Telecommunications plc.)

Basic IMS Session Set Up
The INVITE Message

Figure 6.10 shows the basic SIP message flow when Tom (Tom@aol.com —one
of Tom’s public identifiers) tries to contact Lisa (Lisa@bt.com) for a VolP
session. Assuming Tom is on his home network and registered and that Lisa
is on her home network (bt.com) and registered then Tom can make a VolP call
attempt. His SIP user agent creates a SIP INVITE message and sends it to his P-
CSCF —usually referred to as the originating P-CSCF. In fact the P-CSCF and S-
CSCEF stay in the loop of all SIP messages sent by means of SIP extension (the
Record-Route header) and loose source routing. In basic SIP the proxies can
drop out after the initial INVITEs are delivered and the end parties discover their
respective IP addresses but in the IMS this is not allowed (or it would be hard to
control service creation and charging and the P-CSCF provides compression
and encryption and the S-CSCF is the trigger point for any extra services). Both
originating and terminating P-CSCFs and S-CSCFsstay in the signalling loop but
the terminating I-CSCF sees only the INVITE and all its responses, but not other
requests such as PRACK, ACK and BYE — dropping out of the chain.

Tom'’s INVITE is read by his S-CSCF and this then uses DNS to determine
the IP address of an [-CSCF in the bt.com domain and forwards the INVITE. The
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bt.com I-CSCF looks up Lisa@bt.com in the HSS to determine if she is registered
and, if so, which terminating S-CSCF has been allocated to her. In Figure 6.10
the trigger feature is shown — whereby SIP INVITE messages can be used as
triggers for services —in this case to screen calls (Is caller on family list? If so pass
INVITE back to S-CSCF, if not then, for example, send back a SIP 302 — moved
temporarily —response pointing ata voice mail). We will look atsuch servicesin
much greater detail later in the chapter. Lisa’s S-CSCF forwards the invite on to
her but this does not yet make her phone ring! It may be that there are no
resources to support a VolP call in either hers or Tom’s radio networks — so first
QoS resources must be reserved for the call.

The INVITE message would be something like that shown in Table 6.1. This
INVITE is fairly easy to read —the INVITE is to Lisa and comes from Tom's user

INVITE sip:lisa@bt.com SIP/2.0

Via S1/2.0/UDP [132.146.34.1]:5059 comp=sigcomp; branch = gdududdw
Max-Forwards: 70

Route <sip:pcscf1.aol.com:5058;Ir;comp=sigcomp>,<sip:scscf3.aol.com:5058;>,
P-Preferred-Identity: “Tom Cobly” <sip:toma@aol.com>

Privacy: none

P-Access-Network-Info: 3GPP-UTRAN-FDD; utran-cell-id-3gpp= HGFYSV46l
From: <sip:tom@aol.com>

To: <sip:lisalargejugs>

Call ID: TY56

Cseq: 45 INVITE

Require: Precondition, sec-agree

Supported 100rel

Security-Verify: ipsec-3gpp;q=0.1; alg=hmac-sha-1-96;
spi-c=7847595;spi-s=7264247;port-c=5057;port-s= 5058

Contact:<sip: [132.146.34.1]:5059 comp=sigcomp>

Allow: INVITE, ACK, CANCEL, BYE, PRACK, UPDATE, REFER, MESSAGE
Content-type: application/sdp

Content length:356

(SDP PART)
v=0
0=132.146.34.1
S:_
c=132.146.34.1

t=0
m = audio 8283 RTP/AVP 97
b=AS:25.4

a=-curr: qos local none

a=curr: qos remote none

a=des: gos mandatory local sendrecv
a=des: qos none remote sendrec
a=rtpmap:97 AMR

Table 6-1. SIP INVITE from Tom to Lisa as sent from Tom’s user agent.
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agent recorded in the Via field. The route field already contains the originating
(i.e. AOL) P-CSCF and S-CSCF which Tom learnt during PDP attach and IMS
registration procedures respectively. The preferred identity will be validated by
the P-CSCF as a valid public id associated with Tom’s private id. The P-CSCF
will change the field to P-Asserted identity to show this to the rest of the
network. Some access-network specific radio id is allowed — but note, this is
stripped out before the INVITE leaves the home network (it might be used to
provide location-based services, say).

The from, to and call-id fields are end-to-end fields and not read by the CSCFs
or verified by them (this is actually a feature of standard SIP). Two SIP extensions
are mandatory: pre-conditions and security agreement (noted in the “require”
field). We will explain pre-conditions shortly as this is related to QoS set-up.
Security agreement is essentially the IPsec association between the P-CSCF and
the terminal and the details are given in the Security-Verify field. The contact
header is the IP address and port number of Tom’s user agent — showing the SIP
compression used between the UA and the P-CSCF. The allow field shows the
(extended) methods that the UA supports and we will see some of these shortly.
Finally, there is a SDP description —the offer from Tom — of the desired session —
note that 3GPP INVITE messages only carry SDP bodies i.e. not other protocols
that SIP is capable of carrying. The example in Table 6.1 shows a request for an
audio session on port 8283 using the (mandatory in 3GPP) AMR codec (no. 97).

The message is sent by Tom’s UA to the originating (AOL) P-CSCF which:

o Checks that the INVITE has come from Tom’s terminal — using the security
association set up at registration.

e Checks the INVITE.

» Validates the SDP offer according to the general network policy— some
codecs (e.g. G711 (64 kbit/s)) may not be allowed on the network because
they take too much bandwidth.

« Validates the p-preferred id and replaces it with a p-asserted id.
 Records itself in a Record-Route field — so that it is always visited.

* Begins charging function.

The originating P-CSCF proxies the INVITE to the terminating S-CSCF (using
the routing information in the INVITE) — normally there is no need for further
security between these CSCFs. The S-CSCF downloaded the user profile during
registration and this includes a set of initial filter criteria — we will explain in
detail later —but basically describes conditions under which the INVITE will be
sentto a further SIP server for service creation. For example Tom may subscribe
toafancy servicethatallows Lisato see a picture of him on her phone when he is
calling. In this case we assume none of the filter criteria match — or Tom is too
tight to pay for them. The S-CSCF further polices the SDP request with any user-
specific policies — i.e. G711 may be an allowed codec but users might be



6.2.3

Chapter 6: Convergence and the IMS 219

expected to pay for the extra bandwidth and quality. The S-CSCF then uses a
number of DNS queries to determine the IP address and transport protocol
support (UDP/TCP) of an I-SCSF in the terminating network (bt.com) —these are
cached to improve speed of set up. The terminating I-CSCF needs to locate the
S-CSCF allocated to Lisa — so the I-CSCF queries the HSS with a Diameter
Location-Information Request (LIR) —the HSS is able to search using public ids
as a key and either responds that the user is not registered (i.e. the phone is off or
out of range) or proxies the INVITE to the S-CSCF. The I-CSCF may or may not
stay in the loop for signalling — depending on whether the operator is happy to
expose the S-CSCF to the originating network.

The terminating S-CSCF receives the INVITE and checks the request against
theinitial filter criteria—inthis case Lisa is screening all calls (possibly following
some heavy breathing calls from Hairy Bob). The INVITE is proxied to a
secondary SIP server (called an Application Server — AS) that either sends the
INVITE back if the calleris on Lisa’s allowed list or sends a SIP response (such as
302 temporarily moved with the address of an announcement or voice mail
service) ifthe caller is not on the list. The INVITE is proxied to the terminating P-
CSCF. The P-CSCF checks if the privacy field is set — if so it removes the caller’s
id from the INVITE so that the callee is not able to see the caller’s identity. In
addition the P-CSCF adds a token to allow the terminal to request the
appropriate network QoS for the media — as we will see in the next section.

Finally, Lisa’s terminal receives the INVITE. But we are still a long way from
ringing the phone. The pre-conditions extensions means that the terminal must
respond to the SDP offer with a SIP 183 Session Progress response (see
Figure 6.11).

IMS QoS Authorisation

The 183 Session Progress provisional response is part of the pre-conditions SIP
extension and will be acknowledged with a PRACK (i.e. provisional ACK) SIP
message. Without reliable acknowledgment of provisional responses (the
standard SIP approach) it is possible the response will be lost when transmitted
over a UDP segment. The 183 response details those parts of the SDP offer that
are supported at the callee’s terminal (e.g. the voice and video codecs), in this
case Lisa’s terminal supports the AMR voice codec as it is mandatory but Tom
might have added G711 in the hope of having a high quality voice conversa-
tion. The 183 response makes its way (via the terminating P-CSCF (bt.com) and
S-CSCF (bt.com) and originating I-CSCF (Aol.com — not shown in Figure 6.11
for clarity!), S-CSCF (Aol.com) and P-CSCF (Aol.com) to Tom'’s terminal. The
SIP UA can now decide on the codecs that will be used and begins to reserve
resources for these (in this case just AMR voice) within this leg of the network.
Figure 6.11 shows the basic message flows in the call set up.

In order to ensure resources are likely to be available for IMS services the R5
GGSN has been modified to allow priority to be given to IMS services by means
of a token that is generated by a Policy Decision Function (PDF - part of the
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S-CSCF in R5 but separate in R6) and given to the parties involved in authorised
IMS sessions. In this case tokens are sent with the INVITE to Lisa and with the
183 response to Tom and are used with a PDP Context Activation Procedure to
establish a PDP context with the R5 GGSN that offers the appropriate QoS for
the requested session. Note that this is a secondary PDP context —in addition to
the one set up for SIP signalling to the IMS. In this case QoS suitable for VolP —
low latency guaranteed bandwidth — would be selected. The PDP context
activation request is forwarded by the SGSN to the R5 GGSN which then
validates the token with the PDF and allows (by means of packet filtering) only
the authorised packets to leave the network. The protocol used between the
GGSN and PDF is the IETF COPS (Common Open Policy Service) protocol
(RFC2748).

On receipt of the 183 response Tom’s terminal replies with a SIP PRACK
(provisional Ack) that includes an updated SDP offer —which will now contain
only one (mutually compatible) codec for each media type — in this case AMR
for voice and begins to reserve resources in the originating network by
requesting a secondary PDP context and including the token it received in
the 183 response. The PRACK generates a 200 OK response (Figure 6.11) —
note that this relates to the PRACK and not the original INVITE. As soon as Lisa’s
terminal receives the updated SDP offer it can also start reserving resources
in the terminating network by requesting a secondary PDP context with the
token received in the Invite message. Once Tom'’s terminal has completed
resource reservation it sends a SIP UPDATE message — which is acknowledged

[GGSN] [P-CSCF/PDF ]| [S-CSCF] [S-CSCF] [ P-CSCF/PDF| [GGSN]
Primary PDP Primary PDP
Context Activation Context Activation
(For Signalling (For Signalling)
SIP-Based IMS Registration SIP-Based IMS Registration

i 1 SIP INVITE/ 183 PR ’

2 SIP PRACK/ 2000K

3SIP Update/ 2000K

4180 Ringing

5 2000K (For INVITE) -
—<—

6 ACK (For INVITE)

e e —

[l = Token generation for QoS Resources

Figure 6-11. Preconditions and QoS authorisation within the basic IMS message flow.
(Source: BT. Reproduced by permission of © British Telecommunications plc.)
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with a 200 OK message. Lisa’s terminal now waits for the resource reservation
to complete (i.e. the PDP context to be activated) and then, finally, rings the
phone.

IMS Service Creation
The SIP Application Server (AS)

The IMS would, atfirst sight, seem quite limited. From what we have described
so far an IMS user can make and receive voice, video and multimedia calls to
other IMS usersin a secure, QoS-enabled environment controlled (and charged
for) by the mobile operator. However, that doesn’t sound a lot different to
current 3G/Skype offerings — so there must be more to the IMS than that. The
answer is the use of application servers —essentially different kinds of SIP server
and agent that sit in the SIP messaging paths and are able to initiate, modify and
terminate a session depending on the service that they are providing. In fact we
saw an example during the basic session set up whereby Lisa was able to screen
her incoming calls and only receive those from callers on a specific list.

Itis early days for the development of additional IMS services but, to give the
reader a flavour of what might be available, here are some that have been
suggested/implemented/trialled:

Traditional IN services

« Call/Session Screening;

e Short code dialling;

e Call/Session divert;

» Answering service — unified Mail box;
« Click to dial.

Internet Services

* Instant Messaging;

e Presence;

Push to Talk;

Divert on busy to web page;

Personalised tones and images for each caller/callee.

In this section we will start by looking at the rules of how SIP Application
Servers are incorporated within the basic messaging framework and how they
are triggered. Then we will describe how legacy IN solutions can be incorpo-
rated within this framework and, finally, how three of the most important
services — Instant Messaging, Presence and Push to Talk — have been standar-
dised to be incorporated within the IMS framework.
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Service 1 Service 2 Service 3 ﬁgphcanon servers

ISC Interface
INVITE INVITE INVITE (SIP)

IMS User Profile
If Request= INVITE then Service 1 Priority 1

If Request=Message then Service 2 Priority 3
INVITE If Request=INVITE then Service 3 Priority 4 INVITE
—_—

Figure 6-12. The basic SIP Application Server (AS) interfaces. (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

The basic interfaces for the SIP AS are shown in Figure 6.12 —there is the ISC
interface to the S-CSCF which is a basic (i.e. RFC 3261 compliant) SIP interface
and the Cx interface to the HSS which uses DIAMTER. Several important points
need to be noted here —firstly, thatthe AS would typically be run by the network
operator (BT, Vodafone etc.) and would be in the home network —which always
contains the S-CSCF for the user —even when they are roaming. We will see that
itis possible for third parties to run a SIP AS, but it seems unlikely that operators
will, in practice, allow this (because it exposes their networks without the usual
fire walling and load balancing that is always employed when third parties are
allowed to attach to networks). The next section shows one example solution
thatis used in the BT 21C architecture. The Sh interface (see Figure 6.4) allows
the AS to download the user’s profile as well as “opaque” (i.e. application
specific) data that is stored in the HSS but is only understood by the application
(e.g. alistof people in my family —which might be used by several ASs and kept
centrally). The Sh interface would definitely not be available to any third party
AS. Finally, itis important to note that there are two S-CSCFs involved in most
sessions — one for the caller and one for the callee and both can offer services.
For example, a caller might dial a short code and their S-CSCF might replace it
will a full URI and the callee’s S-CSCF might offer a voice mail service.

So how are ASs triggered? Each SIP request that passes through a S-CSCF is
evaluated against a series of filter criteria and, if a match is found, the SIP
message is proxied to the AS. In real terms this means every INVITE, REGISTER,
SUBSCRIBE (see later) and OPTIONS message and not PRACK, NOTIFY,
UPDATE or BYE message. In fact the mostimportantare REGISTER and INVITE.
The filter criteria® are downloaded from the HSS as part of the registration
phase. Atypical filter might look (logically) like this (each line being known as a
trigger point):

2 Often called Initial Filter Criteria but, since it was discovered that the proposed subsequent filter
criteria broke the rules of standard SIP and were quietly dropped, they are the called only filter
criteria.
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IF (method = INVITE) AND (Request-URI = sip: weather@bt.com)
OR (method =INVITE) AND (Request-URI = sip: sunnyday@bt.com)
THEN FORWARD TO (server1@bt.com)

In fact the IMS is not limited to just a single filter — there can be a whole list of
them —each pointing at different ASs and given a priority number to decide the
order in which they are evaluated. This means that a single INVITE might visit
several ASs before being finally sent on its way by the S-CSCF. For example a
short code might be expanded by the first server and then trigger a second server
that recognises the callee as a member of a family group. Of course this can all
add delay to the call set up times and the number of potential ASs will be limited
in practice. Figure 6.12 shows the case of an INVITE triggering two ASs with
different priorities.

So let’s follow in more detail the progress of the INVITE to find the weather —
the S-SCCF will insert the address of the AS into the Route header and also its
own address —to ensure that the INVITE returns via the same S-CSCF. This can
be used to store state —e.g. userlisaweather323535r@scscf.bt.com —so that the
same AS is not triggered a second time when the INVITE returns! The weather
AS then uses the user’s location — possibly gleaned from either the P-Access-
Network-Info (see Table 6.1) or from the HSS to look up the weather at the user’s
location (e.g. using the free BBC weather service). In this example the server
queries the HSS and discovers that the user is connected on a voice-only
terminal and so sends the request to the MRF — the Multimedia Resource
Function which can play announcements (e.g. “the weather in Ipswich today
will be rain”) — the next section gives more details on the MRFC. So the AS
proxies the INVITE to ipswich.today.rain@mrfc.bt.com. The AS has finished its
jobandso does not need to be included in any further requests that belong to the
same SIP dialogue and so does not record its address in the Record-Route
header (it will still receive any response to the initial request). So an example of
a service that needed to stay in the loop might be a translator service —
translating English to French in a series of Instant Messages. The S-CSCF detects
that the request-URI has changed and doesn’t bother to evaluate any further
filter criteria and proxies the request to the MRF which replies with a 2000K.
The MRF negotiates a codec with the user’s terminal and plays the announce-
ment about the rain.

Other types of Application Server

In the above example we saw the AS acted as a SIP proxy —in fact it can also act
as:

o A SIP User Agent;

e A SIP Re-direct Server;

» A SIP Back-to-Back User Agent.
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An example of an AS acting as a SIP UA would be a mailbox that terminated a
call by recording a voice message. An AS acting as a redirect server might be a
call forwarding or number portability service where the AS responds to an
initial INVITE with a 302 Moved Temporarily SIP response. When this is
received back by the caller they then make a fresh INVITE with the new URI
which might be in a completely different domain.

There are two other types of AS that are included in the IMS standard and
these are shown in Figure 6.13. The IM-SSF (IP Multimedia Service Switching
Function) isthe simplest of these. Towards the S-CSCF it looks just like any other
AS —presenting a standard SIP interface — indeed the S-CSCF does not know it is
anything other than a normal AS. It also has an interface towards the CAMEL
(Customised Applications for Mobile Enhanced Logic) using the CAP (Camel
Application Part) of standard SS7 signalling. CAMEL is basically a simple IN
system for mobile — allowing roamed customers, for example, to dial short
codes for their messages service and to be connected to their home mail box as
opposed to an incomprehensible announcement in a foreign language that the
number is not in service! In order to offer CAMEL services over the IMS the IM-
SSF gateway is needed. For the IMS this is quite straightforward — let’s suppose
the user has an O2 mobile phone and has been used to dialling 901 to recover
voice messages. When the user upgrades to an IMS handset it is still possible to
use the same mail box and short code. A trigger is loaded in the S-CSCF so thata
SIP URIof 901 is sent to the IM-SSF and from there, inthe usual way, resolved by
CAMEL to the actual number of the user’s mail box (say 07702454567). When
this is returned to the IM-SSF it simply replaces 901 with this number and sends
it back to the S-CSCF — exactly as any IN system.

The Open Service Access Service Capability Server (OSA-SCS) is, in a
similar manner, a gateway for OSA services to be executed onthe IMS. Again,
tothe S-CSCF it looks exactly like any other SIP AS. OSA is essentially a Parlay
interface — Parlay was developed by the Telco world to provide a standard
interface for third party call control and creation. Essentially the OSA-SCS
allows re-use of applications written in Parlay — it also allows a better degree
of isolation between an operator’s network and third parties and is expected
to be used as the interface for third party services on IMS networks. As an
example, in BT’s 21C IMS test network there is a third party Parlay click-to-

-ACO =R IMS Operator
” K OSA API CAP Admin Domain
Third Party 0SA sc% IM-SSF SIP- AS
Admin Domain

Service Provider IISC (SIP) IISC P |1scsip)
Environment]

Figure 6-13. Application Servers for the IMS. (Source: Author. Reproduced by permis-
sion of © Dave Wisely, British Telecommunications plc.)
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dial function. A user might be filling out an insurance application on line and
“getstuck” or need help. A Parlay application can then (if it has access to their
number) create a call between the user’s phone and a call centre operator
who can help with the application. The Parlay application to do this would
contactan OSA-SCS and this would actas a back-to-back SIP user agent (a SIP
proxy is not allowed to initiate dialogues!) and create a session between the
two parties. (You can download the 21C SDK - Software Development kit at
http://www.web21csdk.co.uk/ and create voice and SMS applications).

Presence

Presence is a familiar concept to anyone who has used MSN or Yahoo
Messenger or the like. The idea of presence today is mostly to see who is
on-line and whetherthey are availablefora chat. Inamultimedia IMS world itis
possibleto have amuch richer presence in which users can publish information
about:

» The various terminals they are connected through (e.g. PC, laptop, PDA);

 The network capabilities of the access networks they are connected through
(e.g. Bandwidth, delay);

 The type of activity they are involved in (e.g. meeting);
e Their location (home, work, office, Lisa’s bedroom);
 Their context — e.g. with visitors;

e Timed information — with visitors until noon.

Presence on the Internet works by means by means of a Presence server and a
publish/subscribe model as shown in Figure 6.14. A central server holds
information on the presence of “presentities” (i.e. those publishing information
about themselves) — to which they publish updates. Watchers, seeking infor-
mation on a user’s presence subscribe to either recover presence information
immediately or to be notified of any presence changes.

The IETF have created an implementation of presence using SIP by means of
various extensions that add PUBLISH, SUBSCRIBE and NOTIFY methods to
standard SIP. The actual presence information is carried in XML and can

_SUBSCRIBE
oK |
PUBLISH,| Presence i’
Presentity [, OK Watcher
< Server NOTIFY
<« OK

Figure 6-14. Presence model for Internet and IMS services. (Source: Author. Repro-
duced by permission of © Dave Wisely, British Telecommunications plc.)
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include (with appropriate support) rich presence which includes, amongst
other things:

 Activity — e.g. on the phone;
e Contact type — e.g. a PDA;

* Place type —e.g. library;

* Relationship - e.g. friend;

* Sphere —e.g. work.

Inthe IMS presence is naturally provided by a SIP AS. Now the IMS standards
do not specify anything other than the standard operation of the IMS — the
charging, session connection etc. functions that we have described in this
chapter. There is no activity within 3GPP to look at standardising or working on
the interoperability of common services — such as presence or Push to Talk.
Instead these are being discussed in the Open Mobile Alliance (OMA —Ref. 3) -
a group of mobile operators and vendors that work on the definition and
interoperability of such services. The result of this activity is that it is now
possibletobuy a, more or less, standard presence AS that should interwork with
other operator’s presence offerings. Just about all current vendor IMS systems
contain a presence server, for example. Presence information is clearly a
building block for further services — such as answering machines, or chatting to
any of my family who are on line etc.

3GPP defined the basic support for a presence architecture in Release 6. This
includes a SIP AS Presence server, the addition of the SIP extensions for
PUBLISH, NOTIFY and SUBSCRIBE and a Remote List Server (RLS). The
remote list server allows users to subscribe and obtain information on a number
of presentities without having the overhead of individually subscribing, and all
the attendant SIP messages, travelling over the air interface. Instead the RLS
subscribes on behalf of the user and aggregates the response to save signalling
bandwidth. A new U, interface — using X-CAP (XML Configuration Access
Protocol) has been defined for the management of these lists.

As an example Figure 6.15 shows Tom (An AOL customer) subscribing to
Lisa’s (BT customer) presence information. This is forwarded in the normal way
from P-CSCF (Yahoo), S-CSCF (Yahoo), I-CSCF(BT) to the BT S-CSCF that is
serving Lisa. This has a trigger for the Subscribe method to forward these to the
Presence server which can block or allow the request.

Figure 6.16 shows that when Lisa’s presence changes the presence server is
able to notify all the watchers — in this case Lisa is now busy in a meeting.

Push to Talk Over Cellular (PoC)

Another important service that is expected to be launched on the IMS is Push to
Talk. Thisis a very familiar service to anyone old enough to remember CB radio
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Figure 6-15. Example of the Presence service in the IMS. (Source: Author. Reproduced
by permission of © Dave Wisely, British Telecommunications plc.)

(“Come on Rubber Duck — 10/4”) or those cheap kiddies walkie-talkies. The
important pointis that only one party can talk atatime with the need for users to
say “roger” or “over” when they have finished speaking. Push to talk is much
less demanding of radio systems than two-way voice — for example the delay
can be much longer (500-800 ms compared to 100-200ms for standard
cellular voice) and only a single radio channel is needed for each conversation.

Figure 6-16. Notification of watchers. (Source: BT. Reproduced by permission of ©
British Telecommunications plc.)
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For these reasons operators are likely to be able to deploy PoC on current, high
delay, UMTS packet networks without the need to upgrade the delay perfor-
mance. PoC has been a big success in the States — with proprietary solution like
iDEN with 50 000+ subscribers in 2005. In Europe PoC has been held back by
lack of standardisation and fear of cannibalising valuable SMS revenues. PoC
can offer group conversations as well as one on ones. So, for example, the sales
director can call his entire sales force and ask a question such as “What is the
costofa BT Fusion Phone ontariff 21”? Some of the salesmen will be busy, some
won’tknow the answer but one will know and reply “£20”, saving the director a
lot of valuable time phoning them one by one until he got an answer. Again the
OMA has been active in defining how PoC could be added to the IMS in an
interoperable way (Figure 6.17).

In the IMS implementation the sales director in the example above could
have set up a presence list of his salesmen and saleswomen and then only
contact those that were online and available to receive calls by using the
Presence service. The PoC server is used by all participants and handles both
the signalling and media associated with the PoC session — even two way
conversations gothrough the server—making it simpleto add extra participants.

Roaming and Breakout to PSTN
IMS Roaming

As was explained earlier 3GPP voted for home control of IMS services —even if
you have roamed to Australia from the UK your SIP signalling will travel back to
a S-CSCF in England. Worse still, if the person you are trying to call has a home
network in the US but is roaming in New Zealand, say, the signalling will go all
the way to the US and then to New Zealand. This will, of course, add
significantly to the delay in call set up and is the price to be had for complete
control of network sessions. Figure 6.18 shows how complicated things get. At
least Lisa and Tom can both get their own, customised services.

U

1 [ove | [ | ]
G o

I | P-CSCF |+ S-CSCF |

Figure 6-17. Push to talk over the IMS. (Source: Maria Qauvas. Reproduced by
permission of © British Telecommunications plc.)
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Figure 6-18. Double roaming scenario. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

So far we have always considered that the P-CSCF is located in the visited
network —this is the long term plan and standard IMS architecture. However,
where one operator wishes to deploy the IMS and uses IMS subscribers to roam to
non IMS networks there is an alternative architecture —shown in Figure 6.19 —in
which the P-CSCF and the R5 GGSN are located back in the home network and
the user only makes use of the (non IMS) radio resources in the visited network.

Breakout to the PSTN

Obviously IMS services will be introduced gradually over a period of time and
IMS terminal users will need a mechanism for making and receiving voice calls
from the PSTN and other (non IMS) mobile networks. In this section we will see
what happens when Lisa tries to make a call to her granny (who only has an old
PSTN phone). Figure 6.20 shows the steps that take place.

Afterregistration Lisa’sterminal triestomakea call to Granny’s number—01473
645938 — this can easily be incorporated into the INVITE message as a tel URL:

Tel: ++44-1473-645675

Home Network

Visited Network { Signalling

[ UE H sasN GGSN |-Beerer

Figure 6-19. GPRS-based IMS roaming. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)
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Figure 6-20. Breakout to PSTN voice from an IMS terminal. (Source: Author. Repro-
duced by permission of © Dave Wisely, British Telecommunications plc.)

When the S-CSCF receives this it tries to resolve it to a SIP URI using the DNS
ENUM service (see below) —this basically allows the IMS to see if this tel URL
is allocated to an IMS user who actually has a SIP URI and so can avoid
leaving the packet network to complete the call. This is not the case for
Granny, who has barely mastered turning the telly to Channel 4, so the
S-CSCF needs to select a gateway to the PSTN to handle the signalling and
media conversion from IP packet to SS7 TDM voice. The S-CSCF passes this
job to a Breakout Gateway Control Function (BGCF —step 5). The BGCF then
selects a suitable gateway point — possibly because it is close to the callee
(based on the geographic number dialled) or it is the point of interconnect
with another network.

There are two major functions that the Gateway needs to perform —
conversion of the signalling from SIP to ISUP (SS7) and conversion of the
media from an RTP IP packet stream to a 64 kbit/s TDM stream. The Media
Gateway Control Function (MGCF) performs the signalling conversion and
sends the ISUP messages over IP to a Signalling Gateway (SGW) that sends
them over SS7 to a PSTN switch. For example the INVITE message is
transformed into an Initial Address Message (ISUP) The MGCF also controls,
by means of the MEGACO (Media Gateway Control) Protocol a Media
Gateway (MGW) that actually connects the IP RTP stream and turns it into
a 64 kbit/s TDM stream.

Callstothe IMS from the PSTN work inan analogous way (Figure 6.21)—each
IMS user would be given a tel URL as well as one or more SIP URLs as part of
their public user identities. These numbers will be linked to the IMS gateway of
the issuing operator. When an ISUP IAM (Initial Address Message) is received
by a MGCEF it is converted into a SIP INVITE and passed to an I-CSCF which
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Figure 6-21. Call from the PSTN to an IMS user. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

looks up the tel URL in the HSS to determine if the user is registered and if so at
which S-CSCF. From the point of view of the IMS terminal this is just a normal
SIP voice session request.

Convergence Today - Fusion

Somewhat ironically | am writing about BT Fusion on the day it is announced
that BT is dropping the product! (Ref. 4). Nevertheless that does not mean that
fixed-mobile convergence products are dead —far fromit. In France FT had over
300000 customers for their Unik phone in April 2007 (Ref. 5) that uses the same
technology as Fusion and offers calls over WLAN when in range of a hot spot or
access point. These products —and similar offerings around the world —rely on
UMA — Unlicensed Mobile Access —a pre-IMS technology to allow voice calls
to be made from a UMA phone over an IP backhaul and terminated in a normal
mobile network. In this section we will look at how UMA works and then
consider why Fusion has failed and what lessons that can give for future
converged products. Then we will look beyond UMA to SIP/IP fixed-mobile
voice solutions that are beginning to appear.

UMA phones combine two air interfaces into a single handset (that looks like
anormal mobile phone) - GSM and WLAN or (previously) Bluetooth.? When in
range of a home hub (or, sometimes, a public hot spot) the phone switches to
WLAN for backhaul to the mobile network and the user is given an audio or
visual indication that the switch has taken place.

Why would you want one? Well most operators offer cheaper calls when on
WLAN - BT offered three minutes on WLAN for every 1 minute of monthly call

3 Originally it used Bluetooth to connect to the home hub but now all UMA handsets use WLAN
and | will not mention Bluetooth again.
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allowance used. Secondly, indoor coverage is still far from ideal the power
level at the phone falls T0 dB (i.e. by x 10) when you move indoors and sit by a
window and by 20 dB (i.e. by x100) when you are well inside. We noted this on
ourdiscussion of femtocells in Chapter 4. Those are the user benefits—so what is
in it for the operators? Well, firstly, they can start to take traffic from fixed
operators — why do you need a fixed phone if your mobile offers cheap calls
indoors anyway? Secondly, it saves backhaul costs to route the calls through
DSL as opposed to expensive E1 links in the GSM radio network. Finally, itis a
further step in the direction of triple or quad plays and a stepping stone to
controlling all of the telecom/TV services that users take (tomorrow the
universe!). In fact some mobile operators have been offering lower cost calls
in the user’s home radio cell — e.g. O, are offering a successful home zone
service in Germany called Genion. Mobile operators, however, have been
having problems with these “home zones” extending over considerable areas
(even in dense urban environments a GSM base-station might reach 500m).
Users with free call tariffs have not been unknown to take the phone down the
pub and pass it around. These services have been very popular with users —
who, it seems, are only restrained from making even more and longer mobile
calls by worries over cost! Operators are keen to exploit the appetite of users
for these home zone tariffs — if only to differentiate themselves from other
operators — whilst limiting their use: hence the attraction of UMA.

UMAis, in fact, a simple technology. Figure 6.22 shows how a UMA phone
connects to a mobile network over a WLAN interface. GSM signalling (MAP)
and time division multiplex (TDM) voice is encapsulated in a secure IP tunnel

Figure 6-22. Unlicensed Mobile Access (UMA)—network architecture for WLAN call -
GSM calls go through the mobile network as normal. Courtesy ofthe BTTJ. (Source: BTT].
Reproduced by permission of © British Telecommunications plc.)
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from the handset to a UMA network controller (UNC). The UNC recovers the
GSM signalling and TDM voice stream and then presents it to the mobile
network exactly as if it had come from a normal GSM base-station controller
(BSC). The great advantage of UMA is that it offers seamless handover between
GSM and WLAN and users just have a single mobile number. We will see that
SIP/WLAN phones don’t always achieve this.

There have been a number of issues with UMA that have tended to hold it
back. Firstly, the biggest issue has been handsets. It is often reckoned that to
launch a new service requires at least 10 new handsets — because you are
targeting so many different market segments and users really care about
handsets (young, old, poor, businessman, student, librarian, people with
sticky-up hair...). UMA handsets have proved difficult and expensive for
manufacturers to develop and, consequently, there have been only one or
two available atthe launch of many UMA services. Now more are on the market
but there is still a limited choice and the very latest handsets are not UMA-
enabled. Secondly, the battery life of UMA handsets — despite much tweaking
of the WLAN —means they need very frequent recharging (or many users turned
the WLAN off —which defeated the point of having the phone in the first place!).
Thirdly, the coverage of the access points was found to be very limited — much
less than their range with WLAN laptops, say. This was mainly because the
phones were very conservative in initiating a handover as soon as they saw the
WLAN signal dropping away — to ensure the handover (taking 1-2 sec) was
complete before the user had walked out of range of the access point. Finally,
some tariffs were not attractively set. Users, it turns out, are often on the wrong
tariff and either under use their call allowance (and should move to a cheaper
tariff) or go over their limit and incur usurious costs. They are just not that price
sensitive — so the home calls need to be quite cheap to attract attention.

One of the more promising areas for converged handsets is in the enterprise
space. | am, | suppose, typical of the sort of enterprise user that financial
controllers hate. When | am sitting at my desk and want to call somebody I just
getoutmy mobile phone, find the contact, and call them. Sitting in front of me is
a perfectly good fixed phone. Moreover this fixed phone costs my employers
nothing for meto ring internally, but I don’t use it: | don’t use it because it hasn’t
got my contact liston it, | can’t walk around with it and, most importantly of all,
my mobile is also paid for by BT so cost is not a factor for me! There is also a I
suspect apocryphal) story that a well-known company found its employees had
sent 76 000 picture messages in a year despite not issuing a single one of them
with picture-messaging capable phones! (they took the SIMs out!).

All of these things point to a very high potential demand for converged
phones that use WLAN within the enterprise and can use hot spots when
roaming. BT has developed two solutions (Figure 6.23) both of which use SIP/IP
rather than UMA. The first variant (Site Fusion) simply offers a WLAN VolP
client on a mobile handset. There is no integration between the GSM and
WLAN - with no handover and separate numbers in use. Nevertheless it is
reported that the biggest source of growth at BT Openzone hot spots is VolP.
The second variant (Enterprise Fusion Net) offers more functionality. A single
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Figure 6-23. BT’s Enterprise Fusion. Site (left) and Net (right) versions. (Source: BT.
Reproduced by permission of © British Telecommunications plc.)

phone number (07777 XXXXXX — belonging to BT) is used and call handover —
between GSM and VolP is handled by a system known as Voice Call Continuity
(VCC —this is explained in the next section) — which uses the IMS platform and
IN connections to the Vodafone GSM network. Early tests of the system show
that it requires upgrades to the enterprise WLAN system and that the battery life
of the handsets when operating in WLAN mode can be only a day. However,
giventhere isamajor drive by many enterprises to get a grip on mobile costs, the
lack of handsets is less of an issue when they are dolled out by the company, and
if technical set-up is handled by a dedicated team then this kind of product
looks to have a brighter future than UMA-based solutions.

Voice Call Continuity

UMA is really a 2G solution for circuit voice between cellular and WLAN and
has nothing much to do with the IMS. But you can imagine, as the IMS is rolled
out, that there will be occasions when there is a need to handover between
circuit (CS) and IMS-controlled packet (PS) domains. Examples might be where
an operator has rolled out IMS for WLAN VolP and multimedia services —so all
voice calls started on WLAN are VolP. However, when the user walks out of
range of the WLAN it is possible that VolP is not supported on the available
cellular network (true today where 3G coverage is very patchy and only the
latest HSPA supports VolIP). There might also be occasions where operators
wantto switch CS voice calls to IMS-controlled VolIP. A good example might be
that a user starts a bog-standard voice call and then invokes advanced features
that only an IMS can supply. The operator transfers the call from the CS to the
IMS and then invokes the advanced features (at extra cost to the user no doubt).

3GPP have come up with a framework that transfers calls between the CS and
IMS —controlled PS called Voice Call Continuity (VCC). Basically this is an
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application that runs in the user’s home IMS. VCC subscribers then find that all
their call control (whether roaming or at home, when originating on CS or PS) is
anchored in this application. Figure 6.24 shows a user terminal with both IMS
and CS application stacks. If the user originates a call from the CS domain the
bearer is converted to IP at a media gateway and the signalling converted to SIP
at a signalling gateway and then goes to the S-CSCF. In the case of a VCC
subscriber the SIP messages pass to a special Application Server (AS) called the
Call Continuity Control Function (CCCF). This only comes into play when a call
istransferred. For calls originating on the IMS the bearer (IP) goes straight to the
remote end but again the CCCF puts itself in the path of the SIP signalling — so
that a transfer to the CS domain is possible.

There are many possible combinations of domainstotransfer from and toand
they get a bit (alright very!) tedious so | will use just one example (Figure 6.25).
Thisisareal example inthat itisthe BT Enterprise Fusion case of a user with IMS
VolP on WLAN needing to transfer the call to the CS domain as the user walks

1 cccr
SIP
< > VSCSCFJ

[ SIP

N d
oM “-1 RTP/IP >

CS access

SIP

A 4
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i RTP/IP

Figure 6-24. Signalling and bearer paths in VCC for CS (top) access and IMS (bottom)
access. (Source: Author. Reproduced by permission of © Dave Wisely, British Tele-
communications plc.)
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out of range. This is a real application running on a real IMS and is working in
live systems.

Inthis example a call (VolP) isin place between the mobile in WiFi mode and
an IP phone. When the handset detects that the WiFi signal strength is fading it
determines that a GSM handoff is needed. The handset then establishes a GSM
call using a handoff routing number (which belongs to the MGC/MGW which
was downloaded to the handset during the registration process). The MGC
converts the IAM (Initial Address Message) into a SIP INVITE which is routed to
the S-CSCF. The S-CSCF triggers on the handoff routing number to pass the
INVITE to the CCCF. The CCCF uses the INVITE from field — which holds the
mobile MSISDN number to correlate the handoff request and the existing call.
The CCCF then instructs the MGC/MGW to switch the call from the WiFi to
GSM network by sending a RE-INVITE with the new session SDP via the S-
CSCF. Once the MGC/MGW accepts the change of session SDP, the CCCF then
connects the new session over GSM with an OK to the MGC/MGW and then
disconnects the WiFi connection by sending BYE to the UE. If you want to read

Figure 6-25. WiFi to GSM handover for Enterprise Fusion (BT). (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)
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about the full standard way of transferring calls and about the (complex cases)
of roaming then download TS 23.206 V1.1.0 (2006-7) from www.3gpp.org.

VCC was completed in Release 7 but there are still a number of new areas
being considered: The multimedia session continuity (MMSC) work in 3GPP
(Rel-8) introduces significantenhancements to the previous VCC work in Rel-7.
Unlike VCC, which supports only voice and for domain transfer between CS
and PS only, MMSC provides solutions that support:

e CS-to-PS or PS-to-PS domain transfer;

Other media components (voice, video, data);

» User’s ability to add, remove, split, retrieve, or combine media components
in one session;

e The media ‘transfer’ to other UE.

The MMSC study was completed in 3GPP (Feb. 2008) and the focus now is to
progress to the specification phase — IMS Service Continuity.

Media Independent Handover

If VCC is about handover between the circuit and packet worlds then what
about handover between the different IP packet networks? Between WLAN and
WiMAX, for example. Well IP handover is a problem that has been kicking
around a long time, see Ref. 6 for a very tedious list of solutions that have been
worked out over the past decade to the problem of handing over between IP
networks. In summary — to save you from the fate that befell me (banging my
head on the table when nodding off) whilst perusing the above mentioned
guide to IP handover —there are solutions at different layers. A layer 2 solution
for handover is useful for intra technology handover within a single IP subnet
(i.e.allyour WLANs are on asingle IP subnet then use a WLAN layer 2 handover
protocol —as described in the WLAN chapter). This is often called a horizontal
handover. If the handover is between technologies (Inter technology or vertical
handover) then either a layer 3 or higher solution is needed. The basic problem
is that the terminal’s IP address changes and network applications that are
running don’t always survive this change.*Mobile IP (MIP) is the best known
solution at the IP layer —in its simplest form this tunnels IP packets from a fixed
point (and IP address) in the network (the home agent) to the mobile host. When
the mobile host moves it notifies the home agent and the packets are re-directed
(see Ref. 7 for a good explanation). The problem with MIP is that it takes 10-30
secs to achieve a handover and so is not suitable for real-time services. SIP can

4 Smart FTP will —as will some applications like web browsing and email on a Windows XP machine
—try it —connectvia Ethernet, start browsing and then pull out the lead. If you are in range of a WLAN
and have already configured the security details then XP will sort out the handover and the sessions
will continue. Typically this will take 20 sec to 1 minute to happen.
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also be used for handovers involving a change of IP address. This is actually one
of the research topics of my own convergence team'’s research — so, for fear of
blowing my own trumpet (and covering the readers with phlegm) — I will only
summarise what we have done in this area and leave interested readers to read
the details (Ref. 8). With this handover the SIP user agent is able to interface with
a connection manager and get access to the IP address of the current network. A
change of IP address can then be sent in a RE-INVITE SIP message to the
correspondent host. SIP applications using this method have to be re-written so
that they are able to send both SIP and RTP packets to the new address
(Figure 6.26 shows the handover signalling).

The basic problem with MIP, SIP and, indeed, application layer handover is
that it takes too long for real-time services. Figure 6.27 shows the delays for a
SIP-based handover between WLAN and WiMAX networks. You can see the
handover takes about 10 sec — compared to (say) 30-100 msec for a typical
layer 2 handover in mobile or with WLAN to WLAN.
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Figure 6-26. SIP-based handover (see Ref. 8 for more details). (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)



Chapter 6: Convergence and the IMS 239

WLAN  WLAN Detect
Fading | Lost Link down WiIMAX Connect
Get IP Address
l Binding update (SIP)
Interface 1 Media redirect
WLAN
Interface 2
WIiMAX
0 5 10 15 20
Time (sec)

Figure 6-27. Handover delay WLAN to WiMAX — break before make. (Source: Author.
Reproduced by permission of © Dave Wisely, British Telecommunications plc.)

The delay is far too long for voice or video services — 10 sec or so. The basic
problem is that the only way for MIP, SIP or application layer solutions to bring
up a new network and switch to it is to wait for the old network to lose
connectivity. In other words, pure layer 3+ solution have no knowledge that
the old network is losing signal strength and simply have to waitfor connectivity
to disappear and the connection manager (whether Windows XP or whatever)
to bring up a new network — Figure 6.27 shows what happens with an XP
terminal. This sort of handover is called break-before-make —essentially the old
network connection is broken before new one is made.

What is really needed, for seamless handover, is make-before-break. This is
where the connection manager (or whatever software is controlling networks)
has an algorithm for determining whether a link is failing and brings up a new
interface in advance of the old link going down —so that much of the delay in the
handover (getting the new IP address etc.) is avoided. Make-before-break
handover, however, is something that needs cooperation from layer 2 —that is
where the network drivers are located and where information is available on
signal strengths and available networks.

Traditionally, this coupling between layer 2 and higher layers has been done
in a proprietary way. For example, the UMA phones that handover between
WLAN and GSM use WLAN signal strength as a metric for handover and simply
initiate handover whenever it falls below a certain level — the handover takes
several seconds (even though the GSM interface is up and operating all the
time) so this is set fairly conservatively to allow the handover (so you have to be
close tothe hubto getthe cheap calls!). Previously it has been possible to speed
up MIP by linking the client to a Linux WLAN card driver — the Linux driver
offering access to the signal strength and other parameters not possible under
Windows, for example (see Ref. 9).

In order to standardise the interface between layer 3+ mobility solutions
(which can include: MIP, SIP and UMA) the IEEE 802.21 working group has
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Figure 6-28. 802.21 Media Independent Handover. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

introduced Media Independent Handover. The standard introduces three
services (Figure 6.28):

¢ Event Service;
e« Command Service;
¢ Information Service.

The Event Service is an APl that provides standard messages — such as
prediction that the link (e.g. a WLAN connection) is going down and then
confirmation (link down) that the link is lost. The Command Service provides a
standard way of interfacing to the network drivers to bring up interfaces and
initiate handovers. The Information Service can provide information about
available networks (channel, QoS, authentication needed etc.). It can do this for
networks that can’t be directly sensed (e.g. because you have the WLAN radio
off to save power say). Contextual clues (e.g. location or cell-id) are sent to an
Information Service server and information on available networks is returned.

Of course this sort of handover technology is mostly useful for WLANs where
the coverage is patchy. For WLANSs the signal strength can vary very rapidly
over a short distance — but this doesn’t always mean that you are reaching the
edge of a cell —itmight just be that you have moved behind a metal filing cabinet
say. One area of active research has been to take the signal strength from a
WLAN card and build an algorithm that turns it into a LINK-GOING-DOWN
prediction for the Event Service that is both accurate and sufficiently in advance
of the WLAN failing completely. Figure 6.29 shows the improvement that can
be made by using one such algorithm (Ref. 10) together with make before break
handover. This algorithm reports to be 96% accurate at predicting the WLAN
connection failing at least 1.1 sec in advance. It can be seen that with this
optimisation that make before break handover is now possible. As can be seen
in Figure 6.29 this allows seamless handover (i.e. loss less and sub-50 ms
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Figure 6-29. Make-before-break handover with 802.21 Media Independent Handover
andsmarttrigger for WLAN network loss. (Source: Author. Reproduced by permission of
© Dave Wisely, British Telecommunications plc.)

break). With audio and video applications running there is no obvious break
when handover takes place.

The Information Service is controversial because it is the key element of
network discovery and selection. Let me illustrate. | was sitting in the Gare Du
Midi in Brussels (South station for you Francophobes!) —and wanted to read my
email. So I fired up the old laptop — it didn’t connect to anything —so | looked at
the list of WLANS. Six WLAN networks were available. Mostly with obscure
names that gave no real insight into how to log on: which ones were partners to
BT Openzone? In the end | tried them all! And found number 3 on the list was
unsecured and free — and so | used that — although | am not sure | would have
sent my credit card details over it!” The point being that discovering networks,
in a world of multiple WLAN and (in the future) WiMAX networks, is not that
easy. This is where the Information Service (IS) comes in — from a location (say)
you can use 3G or GPRS to find out about WLAN and WiMAX networks. The IS
provides information about available networks such as:

o Network type;

* Frequency/channel;

e Owner;

e QoS support;

e Emergency service support;

e Price.

® | might to a site that supports https — the secure sockets layer that is included in most popular
browsers (including IE).
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Of course this is very controversial! Who will provide the 1S? Operators like
BT? Regulators? Google? The last thing operators want is for users to sit in a café
and compare network prices —having gone to all that trouble of signing people
up to expensive contracts. This really starts to impinge on the commercial
battleground of the future — which | am postponing for the final chapter.
However, the actual selection of network is far from simple. If you are a poor
student then you might only want low cost networks, if you are cycling along
there doesn’t seem much point connecting to a WLAN hot spot only to cycle
through it in 2 sec! And WLANSs are not always cheaper — what if you have a
300 min/month call allowance on 3G and you have only used 200 min by the
last day of the month — then 3G is free for you.

The actual handover decision is made by a connection manager. Connection
managers are everywhere — there are explicit ones in XP and the MAC OS
(Kitten or whatever version they are up to!) and UMA phones have a simple one
(find a WLAN with this SSID - attach. Lose WLAN signal strength —handover to
GSM). The trouble is that with richer commercial models than UMA (different
terminal, GSM and WLAN suppliers) and richer services (Video, web. . .) the
whole problem becomes much more complicated.

In fact research is only just beginning in this area — Figure 6.30 shows the
configuration my team (in conjunction with Nokia and Intel —Ref. 8) is working
on. We have separated the connection manager with interfaces from the
802.21 services (Event, Command and Information). Our SIP client has an
interface to the connection manager — allowing it to get information about
network changes (such as the IP address of the new interface) and to inform the

<P Fms Legacy Apps

Connection Manager

Network Discovery SIP MIP UMA P-MIP
Network Selection

Handover

- I

TCP/UDP
Command Event P
Service Service
Media Independent Handover ¢ ' Information
Service
Driver Driver Driver
WLAN WIMAX 3G

Figure 6-30. Outline client architecture for a Media Independent Handover capable
terminal (author’s lab). (Source: Author. Reproduced by permission of © Dave Wisely,
British Telecommunications plc.)
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Figure 6-31. Screenshotofour SIP voice/video/gaming client (author’s lab) —who is this
man? Don’t worry — “he’s from Barcelona” (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

connection manager of the terminals capabilities (e.g. codecs) to consider in
making the network selection. We have also made MIP work with make-
before-break handover.

Finally, we have written new SIP applications—for voice and video—that take
advantage of the information about networks available from the connection
manager to adapt to changes of bandwidth or QoS (by means of codec
switching). So far we have been able to switch seamlessly between WLAN,
WiMAX and 3G —you can see a screen shot in Figure 6.31. To summarise, and
avoid going on about our own work, the aim of the research is to figure out
whether there are simple practical rules that work well for a connection
manager or whether significant performance gains can be made by referring
handover to the network — which has access to more knowledge about things
like QoS and network congestion. To date we are still working on it!

Next Generation Networks

Next Generation Networks sound like something out of Star Trek but in fact
NGNs are just a way of extending the IMS to incorporate the fixed DSL IP
network. One of the best examples of an NGN is BT’s 21C network. In days of
yore BT had a complicated network with a mixture of different networks:
SDH, PHD,® ATM, IP, leased lines, private networks and the PSTN. The

© If you don’t know what SDH and, especially, PDH are then don’t ask — you'll regret it — trust me!
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number of connectivity products was literally hundreds and it was getting
very expensive to run just as competitors (e.g. cable) were coming on the
scene. It was also next to impossible to introduce new services — requiring
endless IN overlays and lots of special coding (costly) to get even, by IP
standards, seemingly trivial services to work (e.g. call minder). In the end it
was decided to move to an all-IP network — a Next Generation Network.
Figure 6.32 shows the “before” and “after” pictures.
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Figure 6-32. BT’s UK network —network in 1999 and in 2009 after 21C transformation.
(Source: Author. Reproduced by permission of © Dave Wisely, British Telecommuni-

cations plc.)
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There was a lot of debate about 21C — particularly what “all-IP” should mean
forthe PSTN: should a completely new end-to-end VolP system be introduced —
meaning SIP signalling and IMS-type services — or the existing PSTN be
emulated — with traditional phones and only current PSTN services. In the
end it was decided that the network would be IP from the MSAN (Multi Service
Access Node- the local exchange in effect). However, a copper line would
continueto carry normal PSTN signallingand TDM voice data from the home to
the MSAN. At the MSAN the PSTN signalling and voice would be converted to
IP — i.e. the TDM voice stream would be packetised and the signalling
converted to SS7 over IP. The actual call control is provided by call servers
at so-called Metro-nodes. Call servers are essentially the control plane part of
exchanges — so this architecture is very like that of 3GPP’s R4 mobile set up as
described in Chapter 2. The upshot is that — for the PSTN — you will not notice
any difference — the same phones will plug in to the same sockets and still use
E164 number dialling and offer emergency calls, powered back-up and
guaranteed QoS. For BT the new PSTN offers a much simpler network, with
fewer nodes, fewer protocols and less expensive legacy kit. In addition new
PSTN services are easier to introduce — as we will see it is possible to link the
new call servers to more advanced IP services. The other advantage of 21C is
that changes of service, such as DSL upgrades, activations and second lines,
can be achieved in near real-time. BT will spend £10B between now and 2010
or so, rolling out 21C in the UK with expected saving of £1B/year. BT have also
just(Q2 2008) announced £1.5 billion investment into fibre to the premises (i.e.
all the way to the house/business) or to the cabinet (very close to a small number
of houses) to extend the IP reach of 21C.

21C, however, is about much more than replacing the PSTN. 21C is also
about new IP services over broadband to both enterprise and consumers. As
we have noted earlier, being a DSL provider is very different to providing data
services (like SMS, ringtone, music download etc.) over mobile. ISPs provide
just a data transport capacity — 8 Mbit/s max speed (really 3—-4Mbit/s) with a
monthly cap of 5Gbyte for something like £15 a month in the UK. Prices have
been falling so much and speeds increasing so much that if you calculate the
cost/month/Mbit/s you will find that dial up used to be £12/month for 56 bit/s
(£240/month/Mbit/s) — three years ago it was £26/month for 1Mbit/s (£26/
month/Mbit/s), last year you could get 8 Mbit/s for £24/month (£3/month/
Mbit/s). Today Virgin is offering 24Mit/s for £15/month (£0.63/month/
Mbit/s). You can see where this is going....£0 month/Mbit/s. .. internet
connectivity for free.” Even if you don’t believe that then being an ISP is

7 I have long discussions with colleagues on whether broadband will be free. If you are not convinced
then goto MacDonald’s - inthe UK they offer free WLAN broadband. Sky TV offer “Free” broadband
if you take their TV service, Talk Talk offer free broadband if you take their phone service. You can get
broadband on the move from Vodafone for £15/month — HSDPA, 1Mbit/s real throughput, 3Gbyte
monthly limit. Of course DSL is not free — somebody has to dig up the roads and fix the electronics
when it breaks and pay rental on the building. However, this is getting down to the £5/month level
that other revenue (e.g. advertising) can easily offset.
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Figure 6-33. BT’s 21C Service creation for IP services. (Source: Author. Reproduced by
permission of © Dave Wisely, British Telecommunications plc.)

very competitive and puts you at the bottom of the Internet business stack.
People do amazing things on the Internet: buy books, book tickets, IM, VolP,
video calling, Facebook, IPTV and the list goes on. But the ISPs don’t get any
of this revenue — it all goes to the likes of Google, Skype, Amazon and Visa.
21C is BT’s answer to capturing some of the value of these services.

Essentially the non PSTN part of 21C consists of an IMS (Figure 6.33) and other
“reusable capabilities”, such as messaging and presence, that can be put together
to offer novel IP services over DSL and WLAN (with linkages to the call servers of
the PSTN possible). The idea is that not only BT applications will be offered but
there will be an interface to allow third parties to create services — as mentioned
earlier there is a 21C SDK (Software Development Kit) that you can download at
http://www.web21csdk.co.uk/. This reflects, of course, the reality that telcos have
an appalling record of creating useful IP services compared to one man and a dog
(sorry Larry but Sergi is the good looking one!) in a shed in California.

Currently there are a number of IP services running on the 21C network
including Broadband voice —a VolP service that offers a SIP-based VolP client
with video calling and buddy lists etc. Another application built on the 21C
platform is Go Messenger — a client for the PSP (Play Station Portable you old
fogey!) — this allows messages and video/voice calls to be sent between PSPs
using WLANss such as home hubs and hot spots.

Some of these new services require QoS support—not only services like voice
and video but also services that the operator is keen to differentiate from similar
offerings from Internet based companies. For example there are lots of compa-
nies offering DVD download (for sale or rental) —so if I, as an ISP, want to offer a
similar service | might try and be cheaper than Internet offerings (unlikely) or |
might offer faster download times —or something novel like watch 10 minutes of
the DVD for free — using streaming and, if you like it, buy the right to watch the
rest (which I will stream to you). Maybe, however, the standard DSL offering
doesn’t have sufficient QoS to support this service (in the busy hour the
throughput is 400 kbit/s max say — too low for 2Mbit/s streaming of a standard
DVD). If, however, there was a QoS mechanism that could guarantee 2Mbit/s to
my customers then | could launch the service and the Internet-based DVD rental
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Figure 6-34. ETSITiSPAN NGN Release]l. (Source: Author. Reproduced by permission
of © Dave Wisely, British Telecommunications plc.)

companies could not compete. Also | want my VolP service to work reliably —so
people think it is a real alternative to mobile or PSTN and | can develop value-
added services using the IMS (smart call diversion, video calling.. ).

There is a general architecture for QoS in DSL networks that is part of ETSI’s
standardisation of Next Generation Networks. Figure 6.34 shows the overall
scheme of ETTIs Release 1 for NGN. If you look closely you will see that it is
mostly based on the IMS architecture and, indeed, standardisation of the NGN
has now passed to 3GPP from ETSI.

The similarities to a 3GPP R5 architecture are striking:

* Layer 2 tunnel to edge router (IMS: GTP tunnel to SGSN);
* IP core to Border Gateway (IMS: IP core to GGSN);
» Media Gateway to PSTN (IMS: Media Gateway to PSTN);

* IBCF (Interconnection Border Control Function) (IMS: Gateway Control
Function);

* RACS —Resource and Admission Control Subsystem — (IMS: Policy Decision
Function);

* Applications built on call/session control (IMS: Application Servers).

You can also see how PSTN emulation fits into the NGN —to sit alongside the
IMS as another call/service control function. Coming to the RACS (Resource
and Admission Control Subsystem) — this is how QoS is delivered in an NGN.
Unfortunately this is different from the R5 QoS scheme and is one of the
proposed harmonisation items for the evolved IMS now that 3GPP is responsi-
ble for all IMS/NGN standardisation. Figure 6.35 shows a very simple example
of three services wanting QoS in an NGN.
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Figure 6-35. Typical application of RACS in an NGN.

An application function is contacted either by an IMS with a service request
or by applications running on a terminal or home PC to request resources. This
request is referred to as the Service Policy Decision Function (SPDF) — this is
responsible for ensuring that the request for QoS is valid —e.g. if | am asking for
QoS on video calling that | have actually subscribed to that package. Or
perhaps QoS for DVD streaming is only supported when the service is mediated
through the IMS. These are examples of the policy-based admissions of NGN
QoS. The SPDF then contacts the Access Resource and Admission Control
Function (A-RACS) — which is responsible for admission control — to see if
resources are available and, if so, reserve them for this application. The A-RACS
is also responsible for policing user traffic on layers 2 (ATM) and 3 (IP). For DSL
networks the A-RACS function is actually implemented in the BRAS (said Bee
Ras—and nothing to do with underwear) — the broadband access routers in the
main exchanges that terminate the ATM VCs from the home hubs. The SPDF
also contacts the border gateway function (BGF) this enforces policies and
performs firewall functionality under control of the SPDF such as:

» Gate control — security;
 Packet marking;

¢ VPN support;

Hosted NAT traversal;

Policing of down/uplink traffic;

e Usage metering.
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So, in summary, it is very like the IMS and mobile packet network in
operation. NGN RT1 still leaves a number of issues that will now be dealt with
in 3GPP:

« Policy decision and enforcement points in the upstream direction;

» Admission control over core and interconnect transport networks;

Extend RACS to support other IP Connectivity Access Network types (e.g.
UMTS/GPRS);

* Achieve true end-to-end QoS by considering the Customer Network segment.

The IMS in Context Today

Today there are very few IMS systems actually in operation and in this
concluding section we will look hard at the reasons for this and at some of
the alternative solutions for service creation in IP networks. The first point worth
making is that the IMS was conceived in the late 1990s — when the Internet was
inits infancy —so it is, by the standards of the Internet, a bit old hat. The big idea
of the IMS was to capture the value of all those Internet services that were
current 10 years ago. The IMS was designed by telecoms engineers to make the
Internet look like a traditional telco business, so was heavily based on guaran-
teed quality, voice and “Rolls-Royce” engineering. Telcos also wanted it to be
backwards compatible with existing systems and models. So problem number
one is that the IMS does not follow the Internet service creation/business model.
Problem number two is that its services are several years out of date and
problem number three is thatitis a complex platform that requires security, QoS
and a whole host of things to be in place for it to operate successfully.

The Internet has changed beyond all recognition in 10 years. The key
applications are (today at least) all about Facebook, P2P file sharing, social
networking, email, IM, Search etc. The key players are not telcos but Internet
start ups— Google, Amazon, latsminute.com etc. Services in this new WEB 2.0,
asitis called, are created in a totally different way than the IMS envisaged. The
other issue is that the key voice/video/messaging/presence applications of the
IMS have been around for years on the Internet for free. If you have not signed up
for MSN, Yahoo, Google or one of the other email/voice/video and messaging
services then, quite frankly, where have you been for the last 15 years? The
serious point is that nobody is signing up with the Mobile Operator’s own
(unknown) services — the land grab phase is over. No, mobile operators are
having to partner with Internet giants like Microsoft and Google. In a landscape
of rapidly changing services and rapidly changing business models flexibility is
the key. The Internet, with its open, IP architecture has been a fertile hotbed of
innovation and evolution that the more rigid telco world has sometimes
struggled to keep up with.

With the very slow rise of mobile data on 3G networks mobile operators have
not felt the need for an IMS. Technically, as we have seen, mobile 3 and 3.5G
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networks have not had either the coverage, delay, bandwidth or all three to
support VolIP. Even if they had what would be the point of moving standard
voice from the CS to the PS domain when you have so much spare CS capacity
and where, call for call, it is much cheaper.

The other issue for the IMS is cost. You can buy an IMS from a leading telco
vendor —they will charge a very significant sum for the hardware. Then you will
need them to set it up, there will be on going maintenance and support fees.
When you connect any users you will need a licence for each client. Now
suppose you wanted to launch a VolP service over the fixed Internet (DSL and
WLAN say) — maybe some messaging, video calling, presence lists and so on for
good measure. You are putting togetherthe hardware options fora business case.
You couldbuy anIMS —butto operate the full system you would need an HSS and
toissue every user with a SIM card (and a SIM card reader for their use). The SIMs
alone would cost £5 each and the same for the reader —that would destroy your
business model as there is so much competition, barriers to entry are low and
many established VolP providers allow you to sign up for free — so you would
have to do the same and all those people who used the SIM and reader once
would cost you £10. Next you would look at the IMS cost versus alternatives.
Well there are plenty of open-source “free” SIP servers available —thatwould run
on servers you could pick up at PC World for £1k or so. SIP user agents are also
available —they would just need a small amount of customisation with a fancy
log-in screen maybe. You get the picture —the IMS is only really worth all the
costs for big brand companies who will exploit the security, QoS etc. —e.g. by
using the fact that you are authenticated to allow on-line purchases without
needing to type in a credit card number —for example. Telcos will also be able to
offer important interconnect services, enterprise integration with local PBXs,
international connections between VolP sites with QoS and so on. But it is a big
investmentandso far, companies like BT have shied away fromthe cost of rolling
afully fledged IMS and stuck to an IMS-lite — essentially a commercial grade SIP
proxy server. In addition BT has used a non IMS technology for messaging —
XMPP —and non NGN QoS kludges to get the service working. This has reduced
the risks, lowered initial investment and allowed greater flexibility. It is also
sometimes argued that IMS systems are not truly scalable — especially the SIP
presence model. Indeed all the major presence/VolP/messaging suppliers
(Skype, Microsoft, Google and Yahoo) do not use SIP-SIMPLE but proprietary
software. This is a problem if you buy an IMS as it will not interwork easily and
any clever IMS service you develop can’t be easily reproduced.

Atthe momentthe jury is still outonthe IMS —mobile operators don’t yethave
a low cost VolP capability and, without VolP, there seems only slight motiva-
tion IMS. They have also chosen to partner with existing Internet operators of
IMS-like services — locking in to proprietary systems. Fixed operators need to
capture value from Internet services over and above bittransport and have been
more pro-active in deploying SIP-based VolP services. However, the full IMS
system is too expensive and “gold-plated” in an Internet age of P2P, Facebook,
Skype and so on. So far they have stuck to basic, pre-standard, SIP proxy servers



Chapter 6: Convergence and the IMS 251

and are waiting to see how the Internet moves. In my view we are unlikely to see
afull IMS system deployed before WiMAX and LTE are rolled out. These are all-
IP networks that must use VolP but are too expensive to be just sold as mobile
broadband with users free to use Skype, Microsoft Messenger etc. for service
creation. No these are fully-fledged mobile networks that will need to offer
VolP with quality guarantees, emergency calls, business services and so on that
will command the premium price needed to support an IMS system.

Is convergence 4G? | think it is much closer to the 4G vision that was
current in the last years of the old millennium when the Internet was just
exploding and 3G was still being refined. The idea that each new mobile
generation has to be a new air interface, handsets and network is running out
of steam —with 3.5G (HSPA) blurring into 3.9G (LTE) as a continual evolution.
There has to be a point where ever increasing data rates are just self defeating
—unless you really think people will be watching HDTV on the move? If not
then ultra-high bandwidth services should come into the home on DSL/Cable
or satellite and then be distributed — which could be with LTE, WLAN, UWB
(ultrawide band). .. No, I think each new air interface and mobile bandwidth
just gets that bit closer to 4G but never reaches it —so LTE4 would be 3.99C!
4G goes beyond one technology — after all users don’t give a hoot about the
access technology, only what they can do with it. Convergence is the first
serious candidate for a 4G tag but that can only be justified if the services are
somehow betterthan 3.9/3.5 or 3G. The next chapter looks at mobile services
and takes up this question.
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More to Explore

Key IMS references

Book The 3GPP IP Multimedia Subsystem—Camarillo—John Wiley & Sons Ltd,
2004 — ISBN 0 470 87156 3 — Best of the IMS books — bit detailed but
technically sound and well-written.

IMS News http://www.imsresearch.com/

The following IMS standards are available from 3GPP www.3gpp.org

e Architecture: TS 23.002 (3GPP Architecture), TS 23.221 (Architectural
Principles).

* IMS Session Control: TS 22.228 (IMS stage 1), TS 23.228 (IMS stage 2), TS
24.228 (Rel-5 SIP Signaling Flows), TS 24.229 (IMS Call Control).

o IMS Services: TS 23.141, 24.141, 33.141 (Presence), TS 22.340, 24.247
(Messaging), TS 24.147 (Conferencing), TR 23.979 (PoC).

¢ IMS Interworking to CS/PSTN: TS 29.163.
* IMS Interworking to SIP Clients in the Internet: TS 29.162, TR 29.962.

» IMS Charging: TS 23.815 (Charging/Architecture), TS 32.200 (Charging
Principles), TS 32.225, TS 32.235 (IMS Charging Data).

o IMS Interfaces to Subscriber Database: TS 29.328, 23.329 (Sh-interface), TS
29.228, 29.229 (Cx-, Dx-interfaces).

* Security Mechanisms: TS 33.102 (Security architecture), TS 33.203 (Access
Security), TS 33.210 (Network Security), TS 31.103 (ISIM), TS 33.106,
33.107, 33.108 (Lawful Interception).

e IMS QoS + SBLP: TS 23.107, 23.207 (QoS Concept/Architecture), TS
29.207, 29.208, 29.209 (Go, QoS Signaling Flows, Gq).

* End-to-end QoS: TR 23.802 (Rel-7 study, draft only).

* Evolution of Policy Control and Charging: TR 23.803 (Rel-7 study, draft only).
e FBC: TS 23.125 (stage 2), TS 29.210 (Gx), TS 29.211 (Rx).

* GPRS: TS 23.060 (stage 2), TS 24.008 (session management), TS 29.061 (Gi).
o WLAN Access: TS 23.234 (stage 2), TS 24.234, TS 29.161 (Wi).

« Fixed Broadband Access: TR 24.819 (Rel-7 study, draft only).

SIP

Online tutorial — www.wisely.org/consult/SIP (author’s site)
http://www.sipforum.org — links to suppliers, standards, documents etc.

http://www.ietf.org internet standards and drafts
Current SIP draft is RFC 3261
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SIP Working Groups:

MMUSIC

SIP

SIMPLE

SIPPING

Excellent SIP site http://www.cs.columbia.edu/sip/

vCC

3GPP TS 23.206 V1.1.0 (2006-07)

Technical Specification

Technical Specification Group Services and System Aspects;
Voice Call Continuity between CS and IMS; Stage 2 (Release 7)

UMA

UMA Specifications

Available from: http://www.umatechnology.org/specifications/index.htm
- R 1.0.2 (UMA Stage 1, 2, 3)

- R 1.0.3 (UMA Stage 1, 2, 3)

- R 1.0.4 (UMA Stage 1, 2, 3)

BT Fusion news http://www.ovum.com/news/euronews.asp?id=6631

Media Independent Handover

802.21 and current standard http:/www.ieee802.0org/21/

Tutorial — http://www.ieee802.0rg/21/Tutorials/802%2021-IEEE-Tutorial.ppt
See also Ref. 8 above.

NGN

BT 21C http://web21c.bt.com/

ETSI TiSPAN http://www.etsi.org/tispan/— good for NGN specifications and
presentations.

Fixed-Mobile Convergence Alliance
FMC standards body with product specifications http://www.thefmca.com/
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7.1 Introduction

There is no doubt that the first “killer application” in telecommunications was
voice, and after more than a hundred years, whilst the fixed network is now
dominated by the Internet, mobile revenues are still largely based on voice.
Both fixed (“free weekend calls”) and mobile (“200 min anytime for £20/
month”) telco services are still marketed around voice. Users were happy to
pay extra —the mobile premium —over and above the cost of a fixed phone for
the advantage of having a personal device that went almost anywhere with
them. The personalised aspect of mobiles is very important — users really want
their own style of handset, ringtone, address book, music, pictures and so on.
It is reckoned that to launch a new mobile service requires at least 10 handset
types to accommodate the full gamut of users. The other “killer application” of
mobile has been SMS —txt 2 U. The fact that SMS was a lucky accident (I can’t
spell serendipitous) is not always appreciated — it was originally intended for
GSM engineers to signal to each other and runs on the signalling channel of
GSM. That SMS was a massive hit and that video telephony has been a giant
flop should tell you something about how good the mobile (and indeed the
whole telco industry) has been at designing, or at least anticipating, services
for customers.

It contrasts nicely with our old friend the Internet service model. In the
Internet you have a dumb network that delivers packets from edge servers —
containing anything from music, games, Sanskrit or whatever — and general
purpose end terminals. In the telco model the network elements, terminals and

IP for 4G Dave Wisely
© 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-51016-2
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service platform are all tightly coupled and interdependent. Telco services are
planned in standards, require new handsets, network upgrades and generally
happen infrequently. In the Internet services are launched all over the world
every day —many fail but that doesn’t matter as the barriers to entry are low and
some go on to be very successful (a sort of evolutionary approach?).

In this final chapter (which | must acknowledge is based on an article by
myself and the legendary Richard “Den” Dennis (who headed up BT’s mobility
Research Centre for many years before disappearing to Africa this year)
originally published in BT Technology Journal, vol. 25, no. 2, April 2007) we
will look at some exemplar mobile services — successes and failures. We will
then try and draw a final conclusion about 4G —based on the technology of the
earlier chapters, together with more commercial considerations. The debate
about mobile services in the industry has been evolving rapidly over the past
few years. VolP has dropped off the radar, mobile TV has been trialled and
finally, Internet on mobile devices — in the form of Mobile Broadband — has
been launched. We will look at all of these and | will argue that a single metric —
cost/Mbyte —allows a fair comparison between services and neatly explains the
coming battle with the fixed Internet.

Beyond Voice and SMS

|//

Arguably the only “successful” non voice service on mobile phones has, to date,
been SMS.The key question that seems to bedevil the mobile industry today is
how to get consumers to move beyond voice and SMS. Until recently the figures
were not encouraging for operators — in 2005 voice still represented 80-90% of
mobile traffic by value and 90% of non voice revenue in 2005 came from SMS
(Ref. 1). Figure 7.1 shows that mobile data has risen slowly in the last few years.

Figure 7-1.  Generic European mobile operator retail revenue growth profile. [Source:
Adventis].Courtesy of BTT]. (Source: BTTJ. Reproduced by permission of © British
Telecommunications plc.)
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Service 2004, % 2005, %
Music 16 57
Browsing 28 35
E-mail 20 26
Mobile TV N/A 26
Ringtones 16 26
Gaming 20 17
IM/MMS 12 17
Video-streaming 28 17
Videotelephony 4 17

Table 7-1. Responses of the mobile operators to the question: ‘Which services do you
think will be key in generating revenue on 3G?’ Forrester Research Inc (Ref. 4).

Operators have added overall capacity with 3G and now with high-speed
downlink packet access (HSPA) (see Chapter 4), but the net result of this extra
capacity — combined with massively increased competition from new (e.g.
Hutchinson [Ref. 2]) and virtual (e.g. Tesco Mobile) players — has simply
acted to reduce mobile voice and SMS prices (see Figure 7.2). When 3G was
launched operators had very high expectations that it would be used for a
whole range of non voice/SMS services. Table 7.1 (Ref. 3) shows the

Figure 7-2. Relative price levels for mobile voice calls in Norway/Sweden from January
2003 to January 2005. Courtesy of the BTTJ. (Source: BTTJ. Reproduced by permission of

© British Telecommunications plc.)
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expectations of data services that mobile operators were contemplating in
2004/5 - Forrester’s analysis of this is entitled ‘The Mobile Industry is Littered
with Broken Dreams’ which very aptly sums up what has happened since.

If you recall back to the dark days of Chapter 2 (when we were talking about
UMTS standardisation) the mobile industry’s view of services for 3G was
originallybased on B-ISDN, ATM and video telephony. Itthen hastily added the
IMS —which was goingto offer VolP and video telephony with a range of IN-like
services. When 3G launched it was all about “special” content (e.g. football
highlights and music in “walled gardens”). Since launch there has been a phase
of experimentation — with picture messaging, gaming, music and so on as
described above. | think we are now moving into an “end-game” of mobile
Internet which we will look at in the final section of this chapter. However, it is
time to unpick some of the services in the table and look at the winners and
losers and try to understand what lies behind these services.

Hard Lessons — MMS and WAP

Multimedia messaging service (MMS) — picture messaging in which users take
photos with camera phones and send them to other mobile phones or e-mail
addresses — looked like a definite winner after the run-away success of SMS. In
2002 when asked “Which services will be the most important for generating
revenue during the first three years of commercial 3G services?”, mobile
operators ranked MMS as the most important (4.2 out of 5 [Ref. 5]). Certainly
mobile users are taking pictures — with a full 40% of users having an MMS-
capable phone with built-in camera (Ref. 6). Even the GSM Association
(basically the GSM operators worldwide) conducted a survey (Ref. 7) in which
it claimed that “. .. MMS has become a popular service among mobile phone
users worldwide” and that 40% of respondents regard it as “indispensable”.
Sadly the usage figures paint a rather different picture (see Figure 7.3) with only
about 4% of users sending one or more MMS messages per week. What is the
reason for this apparent failure? Firstly, there were clear technical limitations
with MMS — it was said to have taken over 10 key press and selection operations
to send an MMS on a phone by a leading manufacturer. Settings for MMS were
also notoriously difficult, with users expected to navigate difficult menu
structures to set up MMS. Even OTA (over the air) setting of phones — using
SMS — has major limitations. If the user was able to set up MMS, the actual
delivery of the messages was poor (as low as 60%) and those that arrived at their
destination were often unable to be viewed due to incompatibilities between
network implementations and handset issues. The service was also launched
too early — before a critical mass of handsets was in use. This led to the classic
‘videophone’ scenario of having bought a shiny new MMS phone, having to
contact all the people that you know and ask them ifthey have an MMS-capable
phonetoreceive it. The prices for MMS were also set too high —about five times
those of SMS which is probably close to the bandwidth premium needed for
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Figure 7-3. Daily usage of common mobile services in the UK. Courtesy of the BTTJ
after Forrester (Ref. 3). (Source: BTTJ. Reproduced by permission of © British Tele-
communications plc.)

MMS —but it has been consistently shown that users are not prepared to pay the
same per-MB prices for all services; instead users are willing to pay in accord
with perceived utility (Ref. 8). Thus in a recent survey they claimed to see video
telephony as a useful service but were prepared to pay only the same for a video
call as a voice call, despite it taking up as much network capacity as 10 voice
calls. Finally, users quickly cottoned on to other ways of using pictures taken on
amobile—such as downloading to a PC and sending as an e-mail (almost 100%
reliable and free), or printing directly from certain phones or even removing
memory cards and printing at supermarkets, etc.

The story of “The Mobile Internet” is worryingly familiar. Initially 3G
operators promised “mobile Internet — any time, any place, anywhere”. The
problems started with wireless application protocol (WAP) which was intro-
duced to offer the mobile Internet on 2G devices. WAP used a modified version
of HTML with a simple menu-based interface. Initially this was plagued with
the same problems as MMS —technically it did not work very reliably with
incompatible browsers that crashed due to lack of standardisation. WAP also
initially required a circuit connection—with a per minute cost whether data was
being transferred or not, which proved very expensive, and led to very long
delays for pages to load. As the general packet radio service (GPRS) was
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introduced, it was possible to offer users pay per MB and pseudo ‘always-on’
capability (eachtransfer session needs a long set-up time in GPRS and 3G due to
the non IP nature of current mobile networks) -WiMAX and LTE are designed to
overcome these limitations. The problem was that the content providers had
largely become disillusioned by WAP and had stopped trying to rewrite their
HTML sites in WAP. HTML browsers on mobile phones, however, typically
render sites not specifically written for mobiles very badly — resulting in a poor
user experience. There are said to be 1000 different mobile phone browsers —
all capable of rendering web pages differently. Operators responded to these
challenges with a ‘walled-garden’ approach, with users confined to operator
approved or operator run sites with limited content that was specifically
tailored to the small screens and limited interaction of typical phones. A good
example of this approach was Hutchinson 3 in the early days of 3G
(2002-2005), offering music and ringtone downloads, and football highlights.
Others (such as O2) invested in the Japanese i-mode technology — which used
yet another version of HTML to code sites for mobile terminals —to ensure they
worked well.

In the end the operators realised that usage of these services was not growing
and opened up their walled gardens to allow users to browse the wider Internet
—agood example of this strategy is the T-Mobile ‘Web and Walk’ tariff, but still
revenues are small. Until recently only 4% of users regularly use the mobile
Internet (see Figure 7.3).

Recently Vodafone have partnered with Google and Hutchinson 3 with
both Skype and Google, to try to overcome this resistance. New handsets and
tariffs — such as the 3 X-series [Ref. 9] and T-Mobile’s ‘Web and Walk’ flat
fee — are further initiatives by the mobile operators to boost mobile Internet
revenues. Part of the problem, however, is that simple information, such as
traffic updates and ringtones, is available from other sources, such as SMS,
and news/travel is available everywhere. For complex services, such as photo
uploading or ordering things, users preferred the PC as it offers a much
improved interface experience. We can point to the fallacy that just because
there are 3B mobile phones and 800M PCs in the world it does not mean
that the Internet is going to change to suit the phones. Worldwide only 7%
(Ref. 10) use 3G and of those, they spend 90% of their time using voice and
text. When you wantto book a holiday or catch up on missed TV or write your
thesis you get out your laptop not your phone. PCs have 1000x the memory,
1000x the processing power, 10x the graphics resolution of a phone. The
Internet is so engrained that it will never be eclipsed by the mobile Industry. It
is also useful to make a distinction between the Mobile Internet — the
operator’s view of what the Internet should look like on a mobile — and
Mobile Broadband — which is a USB dongle for your laptop and connectivity
that looks like fixed Broadband. We will consider Mobile Broadband in the
final section of the chapter.

Operators have recently moved their expectations from the mobile Internet
to music downloads — the subject of the next section — and Mobile Broadband
which we will look at in the final section of this chapter.



Chapter 7: Mobile Services — The Final Chapter 261

7.4 Innovation — Mobile Music

Mobile music includes not only downloaded song tracks but also streamed
music, ringtones and ringback tones. In terms of mobile services, mobile music
is the next largest revenue generating service type after voice and SMS.
Figure 7.4 shows that it is expected that the global market for mobile music
will reach $30bn perannum by 2010. Ringtones firstappeared in 1998 and have
progressed from monophonic to polyphonicand, more recently, to ‘real tones’ —
i.e. real pieces of music (also called “true tones” or “master tones”). Driven by
the user desire for personalisation and developing into a fashion genre in their
ownright, ringtones have been very profitable for mobile operators. The share of
revenue retained by the operator varies from about 9% in i-mode to 70% in other
networks (Ref. 11). However, in mature markets the demand and revenue for
ringtones is starting to fall and many commentators see the overall ringtone
revenue declining slowly over the next few years. Ringback tones are pieces of
music or audio clips that callers hear instead of the normal ringing tone when
they dial a specific number. Originally created by Korean operator SKT, they
have achieved a high penetration in Asia/Pacific areas, but have yet to make
much impact in Europe. Telefonica of Spain has, however, attracted 2 million
customers with a low pricing of €1 in the first months and €0.5 in subsequent
months — 60% of this revenue is kept by Telefonica (Ref. 12). The real potential
for increasing mobile revenue is with full-track downloads — users with music-
capable phones downloading paid-for music tracks over cellular networks.
There is no doubt that the potential market is huge. However, for the mobile
operators to make inroads into this potential income there are several barriers —
technical and commercial — that need to be overcome.

Figure 7-4. Mobile music market — total spending by end users worldwide. [Source:
Gartner Dataquest [Ref. 8 October 2006] Courtesy of the BTT]. (Source: BTTJ. Repro-
duced by permission of © British Telecommunications plc.)
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Firstly, users need to have music-capable handsets — Ovum (Ref. 13) predicts
that sales of phones optimised for music will rise from 4 million in 2005 to 71
million in 2010. In addition 378 million music-enabled smart phones and 450
million basic phones with music capability will be sold. This can be contrasted
with the dedicated music player market of 135 million in 2005. The first music-
optimised phones included the Motorola ROKR E1 (including i-Tunes software)
and Sony Walkman phones. Recent developments (such asthe NokiaN91) have
seen largermemory (4 GB) and better sound quality. Secondly, the issue of digital
rights management needs to be addressed. Currently the music download
business is suffering from a mixture of incompatible standards and overly
prescriptive usage rights. For example, music purchased from the i-Tunes store
can only be played on Apple iPods or PCs running i-Tunes. Microsoft’s Zune
music system is incompatible with Apple’s and music purchased with it cannot
be playedoniPods. Clearly if mobile operators expect usersto buy music ontheir
phones, they will need to ensure that those tracks can then be transferred to PCs
and other music players consistently. One of the most successful music down-
load services is run by Sprint in the USA. Just seven months after launch the
service has reached its 3 millionth download. This is in spite of the heavy
premium price ($2.50 compared to $0.99 for the i-Tunes store). Sprint has a total
catalogue of 400 000 songs allowing usersa 30 sec preview before buying. Sprint
has also arranged a number of pre-releases with specific music companies to
offerusers exclusive access to content, and offered free contentsuch asa Bon Jovi
music video. A slightly different model is used by NTT DoCoMo that enables
users to download an unlimited number of tunes for a flat fee of $10.90 a month,
and to transfer them to another handset for an extra $5 a month.

The major challenge, however, is probably just the sheer number of sources
of music — from ripped CDs to illegal downloads to free radio stations. To date,
the music industry has conspicuously failed to prevent illegal downloading and
ripping to the extent thatonly an estimated 5% of downloaded music is thought
to have been paid for. Overall, however, mobile music looks to be a promising
area of data-service growth for mobile operators over the next five years or so.
Users have become used to portable music players and buying tracks online.
The mobile phone, with its SIM-based security and billing system, is well
placed to exploit this. In addition, the general trend of larger and cheaper
memories and more capable handsets means that performance comparable to
that of today’s mid-range dedicated music players is within the reach of mobile
handsets over the short term. If mobile operators can get access to the right
content, package and bundle it attractively with exclusive content, then there
seems to be a genuine belief in the industry that mobile music will exceed the
current ambitious growth predictions.

Broadcast Services

Mobile broadcast (or multicast) is a relatively recent service innovation
for mobile service providers. Things are technically very complicated in
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the broadcastservices space with three trialsin the UK alone during 2006 —with
Virgin, O2 and Orange. Each trial used a different technology and, currently,
there are ten technological solutions for mobile broadcast, in addition to the
(brute-force) solution of setting up one circuit connection on 3G for each
customer (as Orange did in their trial). Using one channel per connection is
very resource intensive and would, if there is ever mass take-up of the service,
result in significant congestion even with new capacity from 3G and HSDPA.
Broadcast services are very important in the wider convergence market — with
triple- and quadruple-play operators trying to move beyond offering a single
bill for fixed phone, mobile phone, broadband and pay TV. The market is awash
with new offerings of TV over broadband, and TV over mobile is predicted to be
the next ‘bigthing’ inthis sector. Inthis section we look atthe three technologies
most relevant to the UK and Europe (see Poulbere [Ref. 14] for a full description
of all the available technologies).

DVB-H - Digital Video Broadcast-Handheld

DVB-H is a broadcast technology that can be used either from a terrestrial
infrastructure or from satellites. Figure 7.5 shows the terrestrial operation. In
this section we will only look at terrestrial DVB-H as this is now operating in

Figure 7-5. Terrestrial broadcast solution (Courtesy of the BTT)). (Source: BTT].
Reproduced by permission of © British Telecommunications plc.)
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Europe and formed the basis of a trial in the UK by O2 in Oxford in 2006
(Ref. 15). DVB-H uses either the UHF band (470-862 MHz) or L band
(1.4-1.5 GHz) with a channel bandwidth of 5-8 MHz giving a throughput of
3-12 Mbit/s and sufficient for 15-25 channels. Major technical features of
DVB-H include time division multiplexing to allow power saving and
support for IP-based traffic (such as web content). One of the major issues
for DVB-H is clearly the shortage of broadcast spectrum. Only with the
analogue TV switch off (planned for 2008-2012 in the UK) will sufficient
spectrum become available. Currently the only commercial services in
Europe are from Mediaset/TIM and 3 in Italy and Digita in Finland. There are
plenty of receivers available for DVB-H including the Nokia N92 and Samsung
P920, and the technology is backed by all the leading handset manufacturers.
Aside from spectrum issues, the other major hurdle for DVB-H to overcome is
the high potential cost of network roll-out — Ovum (Ref. 16) calculates that to
cover 90% of the UK population would require 2300 base sites for the UHF
band and more in the L band. Studies have shown that neither existing
broadcast nor cellular sites are suitable and therefore many new sites would
be required.

DAB-IP - Digital Audio Broadcast-IP

DAB-IP is an evolution of the original DAB standard that is familiar from digital
radio broadcasts that have been available in the UK and Europe for several
years. DAB-IP adds IP delivery mechanisms and supports Windows Media
codecs and digital rights management (DRM). DAB-IP can operate in either the
VHF band Il (174 to 230 MHz) or L band. It uses a 1.5MHz channel for a
throughput of 1.1 Mbit/s, sufficient for two to four channels. This technology —
in conjunction with the BT Movio content delivery platform —is used by Virgin
mobile to offer a limited commercial service in the UK (Ref. 17) with common
TV channels available. DAB-IP can potentially reuse existing DAB infrastruc-
ture when there is sufficient capacity and can easily be integrated with DVB-H
solutions. However, currently no major handset vendor is committed to the
technology and the narrowband DAB channels have limited capacity.

MBMS — Multimedia Broadcast and Multicast Services

MBMS isthe cellular industry’s technical solution to broadcast and multicast to
mobile devices. MBMS uses spare capacity on the existing 3G spectrum and so
requires no new spectrum. ltdoes, however, require major upgrades of both the
access as well as the core 3G network — with a new element, the broadcast
multicast service centre (BM-SC) needed in the core. MBMS is included in
UMTS Release 6 and first implementations were expected by the end of 2007
with commercial trials in 2008. Figure 7.6 shows the architecture of the
solution.
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Figure 7-6. MBMS solution (Courtesy of the BTT)). (Source: BTTJ. Reproduced by
permission of © British Telecommunications plc.)

MBMS is restricted by the limited capacity available on 3G — operators can
partition how much capacity is used for broadcast and how much for unicast
applications, such as voice, in a dynamic way. MBMS has the key advantages
that no new spectrum nor base sites are required.

A New Paradigm — 1000 Killer Applications

It is possible to go further than voice and SMS and consider services that use
these underlying mechanisms. Examples might include chat lines, recorded
information, reverse SMS billing, ticket purchase and many, many more.
Indeed Ahonen recently claimed to have detailed 1000 ‘real mobile services’
(Ref. 18). In this section we look at some of the diversity of such services —in
an attempt to understand how these services might evolve and how operators
can encourage and promote such services in order to drive traffic and
revenue growth. A Belgian study by the Catholic University of Louvain of
2500 Belgian teenagers revealed that young people are getting less sleep
because they send text messages at night from bed. 20% said they are
regularly awakened by incoming SMS (Ref. 19). SMS is also the key to dating
for the younger generation — no more corny pick-up lines — now a boy must
send a witty and amusing SMS if he is to ask a young lady out. This allows the
girl time to consider, showing it to several of her girlfriends and makes
rejection easier for both parties. If a relationship starts then a very minimum
of an SMS a day is expected (Ref. 20). A recent study of phone use by Motorola
(Ref. 21) describes a number of ‘tricks’ to get dates with boys/girls. One
technique isto take a picture with the camera on your phone and offer to send
itto the subject—if only they will tell you their number! In Dubai itis reported
that young men are buying phones with a pre-paid SIM and handing them to
attractive girls.

Mobile TV is another strong growth area for mobile operators — a recent
report (Ref. 22) predicts mobile TV will grow by 50% a year for the next five
years. One of the key growth areas to date have been mobisodes — special
episodes of popularshows and series that have been edited for mobile terminals
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and shortened to a few minutes for viewing at a bus stop or in a coffee queue, for
example. Last year there were over 250000 live streams on Hutchinson 3
during the first three days of Big Brother. Scott Taylor, 3’s head of content and
services, said: “The results so far are outstanding. The intrigue in this year’s
show is definitely driving interest but the substantial upswing we're experienc-
ing is because customers are hooked on the intimacy and interactivity of the 3G
experience”. Wider afield, ABC are planning a series of two-minute mobisodes
of the Lost series—using actors and writers from the show and Cingular Wireless
have produced mobisodes of Entourage with writers and actors from the series—
the cost is $5 a month.

Payment services have been available in the Asia/Pacific areas for several
years now and are starting to appear in Europe with SMS payments for car parks,
for instance, being a typical application. Moving beyond this is a development
from Nokia—called near field communication (NFC) that allows users to pay for
goods and services simply by waving their phone over a reader — much in the
same way that “Oyster” payment cards are currently used on London Transport.
NFC is a derivative of RF-ID (radio-frequency ID tags that are used to keep tabs
on goods and for security cards) with the ability to read and write small amounts
of data. In the Asia/Pacific areas many train tickets are now purchased with
similar systems —in Japan, for instance, the Suica system uses the phone as an
RFID tag on most underground and train stations in Tokyo, with software on the
phone deducting the fare from your account. These services are really impor-
tant for mobile operators for many reasons. Firstly, they can be substitutional
services — meaning that payment services and operators already exist and that
the mobile operators would then be capturing this value. We have seen how
hard it is to devise and launch new mobile services —so adapting existing ones
for mobile is, in many ways, a much more promising line of attack. Secondly, IP
and payment services are a natural extension of the mobile concept of “owning
the customer”. In the Internet it is almost impossible to “own the customer” for
anything other than a single service. Your ISP knows about your access but
nothing about your book-buying or music listening and has no role whatsoever
toplay inthese. By contrast, if you buy music from a mobile operator’s portal the
payment can be part of your bill or taken from your Pay as You Go balance. The
SIM card is the technology on which this control has been based. In fact the SIM
card has moved on to be a complete smart card with large memory
(512Kbyte +), secure processing environment for applications and an API to
the phone operating systems. Operators are keen to exploit these as the secure
storage area for NFC keys and algorithms. There is a tension here with the
mobile phone vendors who favour a more open system — with the secure
credentials stored outside of the SIM on an independenttamper proof chip. This
neatly illustrates the tussle between the operators and vendors for this lucrative
authentication, credential and authorisation space. But they are not the only
players. In my wallet | have (apart from very little money — big spending wife
and two kids to support): An Oyster card (London Transport smart card); two
credit cards with smart chips on, a BT pass with smart chip on for building
access. In another pocket I have a mobile phone with a SIM card. Why do I need
all these cards which are essentially smart cards of one type or another?
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Technically there is not much reason — as we have seen with mobile phones
being used (through NFC) as Oyster cards and for payment of parking. Phones
are also being trialled (with NFC) to pay for small purchases such as coffee and
newspapers." No, the reason that | have so many cards is commercial. If the
banks and other organisations let the mobile operators take over these functions
it would cost money (because the operators would want a cut) and they would
lose ownership of the customer. At the moment | am unlikely to change my
credit cards or suppliers but if they were on my phone and | could change
supplier at the touch of an advert, say, then the mobile operator would start to
play a much more important brokering role in the process. These are the kinds
of tussle we can expect as the different players vie for control of what is fast
becoming a converged battleground.

Of course itiseasy to get carried away with thinking about high bandwidth 3G
services when 93% of the world’s GSM connections are only 2G. One of the
moresurprising 2G servicesthatisgaining groundin countries such asKenyaand
the Philippines is mobile remittance. Safaricom’s M-PESA in Kenya had, in its
first 11 months acquired 1.6 million subscribers with about £75 million worth of
transactions made. Typically the service might be used by a migrant worker
without access to banking facilities. They would then buy (Pay as You Go) top up
fortheir mobile phone. This can then be used to send money back home —where
families can receive the money sent in cash at a local merchant. In the
Philippines money can be transferred to Globe’s GCash — an e-wallet system —
and money redeemed in cash at various outlets or sent on in the form of an SMS.

There are literally thousands of these services — relying on basic commu-
nications services — the innovation being driven by a range of different factors
such as markets, technologies, fashions and user ingenuity. The key for
operators of all types is to successfully tap this growth, while at the same time
controlling enough of the value chain to make a significant return.

Terminals

Terminals are the very life blood of mobile services (steady on Wisely this isn’t a
novel you know)—but, more prosaically, new services have always gone handin
hand with new terminals (think mobile Internet, Fusion, Mobile Broadband).
The reason for that is pretty much that they are dedicated hardware and software
with limited upgrade capabilities and an estimated service life of about
18 months. Compare that to a Windows? laptop — with a service life of four
years (five in BT) — it is regularly updated, has 100 times the processing power

' And we have had a few jokes about buying 10 packets of crisps by leaning on the vending
machine!

2 It is completely untrue that | am on a bung from Microsoft — I think their products are superb —
nothing touches Windows. Windows is quite simply the best operating system in the universe —the
Vogan invasion only failed because of a bug in the video sharing application built into their Black
Panther OS.
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Figure7-7. Mobile phone OStypes. (Source:BT. Reproduced by permission of © British
Telecommunications plc.)

and 1000 times the memory of a phone. My laptop can cope will all the new
services launched overthe lastfew years—and | can upgrade all the components.
On mobiles this tight coupling between services and terminals means that the
two tend to go hand in hand — you need a camera phone for MMS and video-
telephony and a music player if you are downloading music. As | have said
before it is an industry truth that you need 10 phones to launch a new service.

There are different categories of mobile devices (Figure 7.7) —with entry level
phones having completely fixed and closed (no downloading games, no adding
features) OS systems. Feature phones have more — well features — a camera,
possible Java for games but, again have closed OS systems with no third party
applications. They have very limited memory and processing and offer a
limited range of dedicated services.

Smartphones — such as those running Symbian and Windows Mobile OS
offer both a Java and a native OS interface for developers (Figure 7.8). The Java
Virtual Machine offers developers —using Java 2 Mobile Edition (J2ME) —access
to a subset of the OS features. Native applications are able to exploit a well-
known APl and have more access to lower layer functions.

Even a smart phone is very limited compared to a PC — the screen is much
smaller, the processing power much reduced and the memory limited. One of
the key questions for mobile services going forward is whether this will change
to any significant extent? What if new displays were available that could be
unrolledto 10” x 8" say or if retinal scanning —where light is written directly to
the retina —takes off? Screen technology is continuing apace — 102 Technology
have launched adisplay to project video images onto thin air—displaying video
without the need for a screen. Polymer Vision, a spin-out from Philips, has
developed a rolling display giving medium quality with four levels of grey.
Many other developments are in the pipeline — although it is fair to say some
have been in the pipeline a long time.

Until these developments happen the small screen of mobiles will remain a
bugbear of the Mobile Internet. There have been many attempts to convertor re-
write Internet pages to fit on small screens — WAP, i-Mode, walled gardens of
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Figure 7-8. Typical smart phone OS stack —e.g. Symbian. (Source: BT. Reproduced by
permission of © British Telecommunications plc.)

special content. In the end they have all failed because, | think, they were very
limited compared to the Internet experience on a PC (especially as broadband
has become ubiquitous).

Memory is getting cheaper — I bought a 4Gbyte USB stick for £24 yesterday at
the supermarket (Tescos). The memory chips probably cost less than £5. So
there is little barrier to very large memory chips appearing in phones —even up
to 1Tbyte is talked about in a few years time. Why on earth would you want
1Tbyte storage in your phone? Caching —on a smallish screen a hour of video
takes up about 200-300Mbyte —even a full DVD is only 5Gbyte —so you could
store 5000 hours of video for a mobile or 200 full DVDs. Music is even better —
each album compresses to 30-50Mbyte —that’s 20 000 albums to a Tbyte! Ata
stroke all that lengthy downloading is avoided —all that needs to come over the
network are keys to unlock the media. Maybe the cache is updated when the
network is uncontested (at night) or when the terminal is near a Femtocell or
WLAN hot spotto putinthe latest movies. Some of these ideas are already being
tried out. Terminals will continue to get more powerful but whether they can
ever converge with the PC/broadband Terminals experience is a moot point —
Google Earth, Second Life — that’s a lot of processing and graphics.

Money Makes the World Go Around

There is only one reason mobile operators introduce services —to make money.
The question is what is a fair price for a mobile service? Actually that is not the
question — because the price that operators charge for services has nothing
much to do with cost and everything to do with what the customer is willing to



270

IP for 4G

pay — subject to competition and regulation. There has always been a mobile
premium — where the same services cost more on a mobile than on a fixed
phone/connection. At its highest this was, 10 times for voice and 100 times for
voice roaming (even higher for roaming data — we will come back to this). In
2006 there were three trials of TV over mobile using different technologies, as
we noted earlier. The major conclusion seemedto be that users liked the service
but were not prepared to pay much more than about £7 a month for it. It was
used surprisingly often indoors and the most popular location for viewing was
the bathroom (Ref. 23) which makes you wonder why people don’tjustinstall a
TV in there? Video calling, similarly, is liked by the public in studies but users
are unwilling to pay much more for a video call than for a voice call. SMS,
however, is a very popular service — 2.2 billion messages sent on Valentine’s
Day 2008 in North America alone.

All of which, in arather rambling way, brings us to the concept of ARPU (said
R-poo) — Average Revenue Per User. This is an absolutely crucial metric in the
mobile industry — watched by analysts and investors very closely. ARPU is
important because the revenue of your network is: number of users*ARPU. So
the only way to grow is to recruit new users or improve the ARPU. Of course
different groups have different ARPUs — Pay as You Go ARPU is lower than for
people on contract ARPU. Corporate ARPU is higher than consumer. The
problem with ARPU is that, in mature (saturated) markets, improving it is the
only way to grow the business® So growing ARPU is good but to do that
the mobile operators either need to put up prices for existing services (e.g.
voice) or find new services. As we saw in Figure 7.4 mobile prices have been
falling in mature markets due to a combination of competition (new operators
and new virtual* operators) as well as regulatory pressure. So the squeeze is on
mobile operators to come up with new services to drive up ARPU. Figure 7.9
shows a prediction of ARPU made in 2000 (Ref. 24). You can see that the
authors (the EU TONIC project) clearly thought that by 2008 voice ARPU
would shrink (which it has) but they got it completely wrong on SMS — which
has gone on growing — and video/audio streaming and Internet which has still
not taken off. What has been accurate is that no new killer application has
emerged to challenge voice and SMS and, as the price of these has declined,
ARPU has remained constant as users have taken up a mixed basket of new
services such as ringtone, MMS and music downloads.

The big question for mobile operators in the future is where is the new ARPU
coming from to make up for continuing voice/SMS price reductions? One very
useful way to look at this is by plotting the revenue per Mbyte for services versus
the required bandwidth (Figure 7.10) — an approach used by Analysis (Ref. 25).

* Of course profits might rise even if ARPU and numbers were static — if costs fell. Some mobile
costshavefallen (e.g. the price of backhaul) but other have risen (cost of spectrum, site acquisition,
customer acquisition) — so overall this has been broadly neutral.

* Virtual mobile operators — MVNOs — do not have a network themselves but rely on a network
operator. The MVNO is usually responsible for marketing and billing and some have innovative
pricing for particular market segments (e.g. in the UK Virgin Mobile targets the youth market).
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Figure 7-9. ARPU prediction made in 2000 (EU TONIC project). (Courtesy of the BTT)).
(Source: BTTJ. Reproduced by permission of © British Telecommunications plc.)

This interesting approach reveals that most existing mobile services fall on a
line of decreasing revenue per MB with increasing required network through-
put. This reflects the facts described above whereby users will pay 1.5 times the
cost of a voice call to add video but not the 10 times increase in capacity
actually required, or £7 a month for mobile TV when the same volume of data,
charged as mobile voice, would cost nearer £100 per month. The graph also
shows that the cost of supplying a MB of traffic gets much lower on the newer

Figure 7-10. Revenue per MB versus required network throughput. [Source: Analysis]
(Courtesy of the BTT)). (Source: BTTJ. Reproduced by permission of © British Tele-
communications plc.)
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networks — through HSDPA, LTE and WiMAX and that the profit margin of the
operator is represented by the difference of revenue minus cost (less the cost for
the content from the copyrightowners, ifany). Itis easy to see why services such
as ringtone download, MMS and SMS (all of which require little network
capacity) are so important to mobile operators and why they are keen to avoid
cannibalisation of these revenues.

Figure 7.10 shows clearly some of the major challenges going forward. Firstly,
there is the “holy grail” — services that would, if they existed (1), sit in the upper
right of the diagram with both high bandwidth requirements and high revenue
capability. This is the region that WLAN operators would like to sit to differen-
tiate themselves from cellular operators. It is also the quadrant that WiMAX and
LTE are really targeting — again their differentiator is high bandwidth.

Another challenge that the graph illustrates is that of falling prices — services
often begin at the top of the graph and “sink” over time — meaning that the
bandwidth stays constant but the price goes down over time. So ringtones and
SMS started at the top left and are now sinking towards the bottom left as they are
increasingly part of bundles (one UK operator offers free weekend texts — the
small printsaysthat if you send more than 3000 your service will be suspended. If
I sent 3000 texts in a weekend | would need finger surgery). Voice is also sinking
over time and the point on the graph represents an average 10 ppm (pence per
minute) — you can get much cheaper deals (3 ppm) if you are a heavy user.

Where does VolP sit on the graph? According to Analysis (Figure 7.11) this is
much more expensive than CS voice in R99 and HSPA networks — not to

Figure 7-11. Relative cost of VolP on mobile networks (Source Analysis) (Courtesy of
the BTT)). (Source: BTTJ. Reproduced by permission of © British Telecommunications
plc.)
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mention the long delays. Only with LTE and WiMAX does VolP become a
realistic possibility. However, there is some question as to whether LTE and
WiMAX will offer standard voice: At a recent conference Vodafone stated that
they did not expect LTE to support voice and that the GSM network would
continue until 2018 at the earliest (Ref. 26). Certainly LTE may be used
exclusively for data services with operators falling back to 3G or even 2G for
plainvanillavoice. If the cost predictions of Figure 7.10 are true, however, then
itis possible that WiMAX/LTE will finally usher in the era of “free” mobile voice
calls. Nothing is for free in this world, of course. You will still have to pay a
subscription and it will be limited by a fair use policy but 1 am convinced it will
come. Prices don’t fall, year on year, by 10-20% and then suddenly stop just
becausethey are getting near zero. I think the same applies to fixed broadband —
for which prices fell 40% from 2004 to 2007. Now you can get “free”
broadband in the UK — if you take Sky TV or Talk-Talk’s phone package. Not
everyone agrees but this is certainly one view of the future.

In Figure 7.10 the horizontal lines represent cost — but price doesn’t always
have much relation to cost —prices are mostly setto maximise profit in the long
term.

Thefinal pointaboutthe cost/bandwidth graph is that it has a floor—you can hit
rock bottom! The bottom line in business is the cost — not many businesses have
survived with a price lowerthan their cost for long (or abig government subsidy!).
The graph’s variously dotted line shows that Analysis believe that you can come
up with ameaningful figure for the cost of providing 1Mbyte of data over a mobile
network — | think this is fair enough but caution must be attached to the actual
numbers as the cost of mobile networks is very complex including such things as:

» Site acquisition cost;

e Site rental and maintenance;

e Backhaul costs;

* Interconnect costs;

e Licence costs;

» Customer acquisition cost (advertising, shops, retention);
e Handset subsidies;

e Fraud.

Some costs are rising (Customer acquisition) and some falling (backhaul).
Overall I think the numbers are indicative of what might happen to costs. And
that is the point — if the mobile operators give up on trying to sell users fancy
ringtones, music and picture messaging —they can always sell them capacity at
cost plus 20% (say). There is a killer application that eats data, has thousands of
wonderful applications already, a proven business model and billions of

addicts — it’s called the Internet! | don’t mean the Mobile Internet silly — that
is about rendering pages on small screens, portals, protected content, high
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Figure 7-12. The author hard at work in the bus cafe on the A12 close to Martlesham
(good breakfast). (Source: Author. Reproduced by permission of © Dave Wisely, British
Telecommunications plc.)

prices per web page. No | mean connection to laptops with broadband-like
packages — 3-5GByte per month, straight connection and a fixed fee — | mean
Mobile Broadband.

Mobile Broadband

Figure 7.12 shows the author writing this book in a bus cafe on the A12 in
Suffolk — 1 find the office very distracting and like to work in cafes. My laptop is
connected to HSDPA and | was getting rates up to about 500Kbit/s. These
products have been appearing over the past year or so from 3G operators — but
in the past the cost has been high (see Table 7.2).

Operator Package First year cost GB/month £/GB/month
3 Broadband Plus £250 3 £83

3 Broadband Max £350 7 £50

02 Web Max £398 3 £133
Orange Business Everywhere ~ £348 3 £116
T-Mobile Broadband Lite £220 1 £220
T-Mobile web’n’walk Plus £348 3 £116
T-Mobile web’n’walk Max £528 10 £53
Vodafone Mobile Broadband £417 3 £139

Table 7-2. Prices of 3G mobile internet summer 2007.
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However, there has been a dramatic reduction in price in the UK —mirroring
thatin Europe. There are now offers from £5/month to £25 for 1-7Gbyte of data
with varying lengths of contract and varying costs for the modem. If we take a
typical deal — £15/month gets you 3GByte of data. If you used 2Gbyte on
average then that works out about 0.75pence per MB — looking back to
Figure 7.10 you can see this is close to the estimated cost on HSPA.

Questions have been raised about the sustainability of these products and the
impact of network congestion if they continue to sell at a reputed rate of 50 000
a month in the UK alone since these price reductions were made. This is one
area where Femtocells could be used to offload some of this data traffic to the
DSL backbone. Other options include deploying more CDMA carriers to busy
sites (ifthese are available in existing spectrum), rushing out HSPA release 6 and
7 solutions that improve efficiency through better receivers and longer term
solutions such as denser network sites and technologies such as LTE in new
spectrum. It is fair to say, however, that only Femtocells offer the prospect of
carrying heavy Internet traffic — such as IPTV and file sharing or DVD down-
loads say.

If Mobile Broadband really takes off then it has the possibility to pull
users away from WLAN hot spots and even from fixed broadband. In Austria,
since April 2007 Mobile Broadband has been priced at €25 a month
compared to fixed at €35 and in Q2 2007 it is reported that 64% of all new
broadband users were mobile and 20% of the total broadband base was mobile
(Ref. 27). Clearly there will be price pressures on WLAN as well as on fixed
broadband.

Conclusion

Ifitis not possible to define 4G by means of a technology, spectrum, network or
convergence, then maybe it is possible to define a 4G “service set”. The
problem with coming up with such lists is that, in the past, they have been
proved totally incorrect. In the case of 1G many people thought that it would be
used for emergencies only and that the voice quality would be so poor that
people would quickly find a landline to continue the conversation. It has been
said that the PSTN “killer application” was voice and the killer application for
1G or 2G mobile was voice coupled with mobility. Users were prepared to
pay a “mobility premium” for a service with which they were already familiar.
With 3G the service set was initially described as “any thing, any time,
anywhere” and then as the “mobile Internet” — however, these predictions
turned out to be wildly optimistic. 3G has been more about cheap voice, which
it is technically well suited to provide. Even circuit-based services, other than
voice, such as video calling and watching highlights of football and cricket
matches, have not generated significant revenues. Currently mobile data
accounts for only a small fraction of revenue and, of this revenue, over 90%
is generated by SMS.
| think there are three possible futures for the mobile industry:
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Domination by the Mobile Operators

In this scenario the mobile operators gain significant power — taking “owner-
ship of the customer” —selling bundles of services and seeking to gain revenues
from areas such as mobile payments and mobile TV.

Major features of this scenario would be:

« Aggressive roll out of HSPA phase 2 and then LTE in 2010;
» Mobile Broadband being pushed aggressively;

* Broadcast solutions (e.g. MBMS) that are more efficient than existing solu-
tions for TV/video distribution services;

» Widespread Femtocell deployment to increase capacity at lower cost;
« Partnerships with major Internet players;
» Smartphones with large memories for content storage;

o Payment systems—such as NFCbeing aggressively pushed and deals done for
payment with key commercial players;

» Mobile operators selling bundles of broadband and TV.

This scenario would see the importance of WLANs diminish — in South
Africa WLAN hot spot traffic has peaked and is falling following the aggres-
sive roll out of Mobile Broadband. It would see users with more personal
value invested in their handsets — which would be used for many payments
and authentication functions. Music and video would be increasingly stored
on the phones — even if it is played on other devices. There are 637 HSPA
devices with an annual growth rate of 150% (Ref. 28) — meaning that it is not
impossible that cellular connectivity is built into everything in the way that
WLANSs have been over the last few years. Mobile operators would not be
able to dominate the fixed Internet — simply because the bandwidth and data
volumes of application such as HDTV, P2P and IPTV are too high. They
would seek, however, to own the customer and to offer either fixed Internet
retail themselves (as many of them do today) or to use Femtocells to allow
distribution to standard devices. Partnerships with the Internet giants —
Google and Microsoft might emerge, as well as ownership or partnership
with key content owners (such as music and sports).

Converged World

The second scenario that | think is possible is that a converged world emerges.
This is characterised by:

» Multiple access technologies co-existing (WLAN, WiMAX, Cellular etc.);

» Seamless handover technologies;
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* Service providers with technologies such as the IMS for service creation;
» More open terminals — with built in WLAN, WiMAX and cellular radios;
* Prices falling for connectivity due to widespread competition;

e More advanced service on fixed DSL — VolIP, IPTV;

» QoS and stronger security on DSL and WLAN.

In this scenario the key players are the service providers — they are the ones
that “own the customer” and control: QoS, security, location information. They
use this power to deliver contentand services —possibly created with a platform
such asthe IMS —to users over a range of access technologies. The actual access
technology could be anything from a free WLAN to cellular 3G —with less value
in the connectivity than the service. QoS would be needed on WLANs and DSL
to allow VolP and other real-time services to survive during congestion and
justify a premium over current best-effort services. In addition stronger security
would be needed on WLANs and DSL —so users could start to make purchases
ontheaccountattheservice providers ratherthan using a credit card. Terminals
would be more open — with WiMAX and WLAN chip cost falling and being
included in most new laptops, PDAs and phones. Technologies such as Media
Independent Handover would be needed to reduce power consumption and
allow seamless handover.

In this scenario it is not so much the access that matters — that has more or
less become ubiquitous and is not providing the bulk of the revenues. After
all, Mobile Broadband is being provided at close to cost and is, even in
Austria, yielding only about 25% of the non voice ARPU of operators. No, the
key players will be the middle men — who provide all the location/QoS/
billing/trust etc. — that sit above the connectivity and below the content.
Authentication, digital rights and authorisation will be the keys to “owning
the customers”.

Internet Scenario

Finally there is the Internet scenario. The Internet is just so big that it comes to
dominate mobile as well. The Internet business model of clean separation
between different functions, end-to-end intelligence and access indifference
will come to overtake the mobile world.

This might be characterised by:

» Well-known Internet players launching phones — e.g. Apple and Google;
» Mobile Broadband becoming cheap and ubiquitous;

» WLAN and WIiMAX Internet connectivity offering low cost Internet
connectivity;
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» Mobile operators being forced to partner with the Internet giants;

The Internet business model being introduced in the mobile world;

» New screen and technology advances offering a better mobile Internet
experience;

The mobile premium disappears;

* Internet giants (Amazon, Google, Microsoft) own the customer.

If mobile (3G, HSPA and LTE) joins DSL and WLAN as just basically a
mechanism for connecting to the Internet then the value of (say) buying a book
will be split between the connectivity supplier, the search engine that finds the
bookshop, the review site, the book seller and the credit card company. If this
scenario comes about then the Internet giants will increasingly make their
presence felt—as Apple have done with the i-phone. Internet services — such as
Skype — will appear as the mobile network becomes more IP friendly (with
HSPA and LTE).

Mobile Broadband is a major step on this road — when my group recently
tested VolP clients over Mobile Broadband we found that they mostly
worked fine over a number of mobile HSPA networks! Laptops are being
given away at my local branch of PC World if you sign up to Mobile
Broadband! I think the key stumbling block is the terminals — at the moment
your laptop is not really portable or sufficiently low power to use as your
voice terminal and your mobile smartphone is just too small to access the
Internet properly.

Final Conclusion

| can’t predict the future —if | could | would be down the bookies —so you are
going to have to weigh up the evidence and make up your own mind. Is IP for
4G the mobile industry solution — LTE? Or is a converged world of “IP over
everything and everything over IP”? Or is just the Internet translated into the
mobile space using the Internet business model? All three are valid as a
definition of 4G. What is certain is that mobility is marching on — WLANSs,
HSPA, WiMAX are all helping to satisfy the user need to be “mobile” in some
sense. At the same time these technologies are blurring the distinction
between fixed and mobile — in many cases using the same backhaul
technologies such as DSL and Ethernet over fibre. WLANs are growing more
like cellular technologies by the day — with enhanced QoS, range, security
etc. —and cellular technologies are getting more like WLANs —with pico and
Femtocells and the shifting of voice back to GSM. In the end the users “don’t
give a stuff” about the technology, it is the service and content that attract
them. If the Internet going mobile means users get to the content and get the
services they are prepared to pay to consume then, for me, that is a very good
definition of 4G.
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